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Abstract
This article presents a dynamic pricing model of a retailer selling an inventory, accounting for consumer behavior. The authors propose an optimal control model, maximizing the intertemporal profit with consumers sensitive to the selling price and to a reference price. The optimal dynamic pricing policy is solved with Pontryagin's maximum principle with a structural (general) demand function. The authors obtain an original pricing rule, which explicitly accounts for the impact of price and inventory on future profits. The dynamics of price do not have to imitate the dynamics of the reference price. Instead, the dynamics of price are tied to opposing effects linked to this reference price. The authors also discuss managerial implications with regards to behavioral pricing policies.
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1 Introduction

Dynamic pricing is a common practice where sellers adjust prices for products or services based on current demand. Developed initially by the airline industry with yield management, dynamic pricing is now a widespread phenomenon (Den Boer, 2015). Recent technological evolutions concerning real-time access to demand-related data (big data), real-time data processing, pricing algorithm automatization (allowing for real-time computation of optimal prices), and new technologies to implement frequent price changes (smart labels) contribute to dynamic pricing diffusion in the retailing industry. A retailer is traditionally confronted with inventory management issues, for which price is a main control (Goyal and Giri, 2001; Elmaghraby and Keskinocak, 2003; Bakker et al., 2012). New dynamic pricing models need to be developed that also address inventory management issues together with actual consumer behavior. This point motivates our research.

In this article, we study the dynamic pricing policy of a retailer selling an inventory when the reference price of consumers plays a role. In the modeling, we assume a fixed inventory without possibility of replenishment. This assumption describes well a wide range of retail products: markdown products, products at the end of their life cycle with excess inventory, or products with a short life cycle and long procurement delays (Goyal and Giri, 2001; Elmaghraby and Keskinocak, 2003; Bakker et al., 2012). In such situations, the retailer needs to make pricing decisions given a fixed amount of inventory and a limited time horizon. Concerning consumer behavior, we posit a reference price effect. Consumer decisions to purchase a product depend not only on the retail (or selling) price, but also on its reference price. The reference price is a psychological price used as a benchmark against which consumers compare the retail price (Sorger, 1988; Mazumdar et al., 2005). A retail price below the reference price is perceived by consumers as a gain, which increases demand. Conversely, a retail price above the reference price is perceived as a loss, reducing demand (Kopalle et al., 1996; Popescu and Wu, 2007; Nasiry and Popescu, 2011).

The literature on behavioral dynamic pricing and inventory management informs this research. The dynamic pricing research stream that formally accounts for reference dependence was initiated decades ago by Sorger (1988) and Kopalle and Winer (1996). Building on this approach, Kopalle et al. (1996) and Fibich et al. (2003) consider asymmetric reference effects. The joint study of reference effects with inventories is more recent, with Taudes and Rudloff (2012) proposing a two-period model. Stochastic demand and stochastic inventory are introduced in Cao et al. (2012) and Li et al. (2015), respectively. Dye and Yang (2016) and Xue et al. (2016) study the optimal pricing of deteriorating items in the presence of a reference price. Demand depending on inventory is analyzed by Lu et al. (2016) and Hsieh and Dye (2017). Previous research use parametric demand functions. Güler et al. (2017) look at both dynamic pricing and inventory issues, offering numerical simulations. We adopt the approach of Popescu and Wu (2007), Chenavaz (2016), and Chenavaz (2017), using structural (general) demand functions, which enables us to derive more general results.

Building on the aforementioned studies, we propose a dynamic pricing policy of a non-perishable inventory with a reference-dependent demand. To the best of our knowledge, this is the first attempt to integrate a general demand function—assuming little restriction on consumer behavior—in inventory management. Analytical results show how the price setting is tied to
inventory and reference price considerations. They also characterize how the dynamics of the selling price are tied to the dynamics of the reference price. A firm ignoring the psychological element would set an inadequate pricing policy, thus losing profit. The integration of consumer behavior provides a greater understanding of firm dynamic pricing strategies.

2 Modeling Assumptions

We study the optimal intertemporal pricing strategy of a retailer in a monopoly situation. The retailer sells an inventory during the fixed and finite planning period $T > 0$. The time $t \in [0, T]$ is continuous.

2.1 Consumer Reference Price

To decide on a purchase decision at time $t$, a consumer compares the current retail price $p(t) \geq 0$ with a reference price $r(t) \geq 0$. The reference price represents a benchmark informing the customers about the opportunity of a transaction (Sorger, 1988; Mazumdar et al., 2005). If $p(t) > r(t)$, the consumer perceives a loss; he is less likely to buy. Conversely, if $p(t) \leq r(t)$, the consumer perceives a gain; he is more likely to buy.

The reference price is usually formalized through a weighted average of past product prices (Sorger, 1988; Kopalle et al., 1996; Kopalle and Winer, 1996; Fibich et al., 2003). We define the reference price at time $t$, $r(t)$ with an exponentially decaying function:

$$r(t) = e^{-\beta t}(r_0 + \beta \int_0^t e^{\beta s} p(s) ds)$$

where $r_0$ is the initial reference price at time $t = 0$, and $\beta \geq 0$ is the continuous forgetting (or adjustment speed) parameter. Differentiate $r(t)$ with respect to time $t$:

$$\frac{dr(t)}{dt} = \beta (p(t) - r(t)),$$

with $r(0) = r_0$. (1)

Equation (1) states that the variation of the reference price increases with the adjustment speed $\beta$ and with the difference between the retail price $p(t)$ and the reference price $r(t)$.

2.2 General Reference-Dependent Demand

The demand $D \geq 0$ depends on the retail price $p$ and the reference price $r$. We consider in this article a general reference-dependent demand function $D = D(p(t), r(t))$. This general form offers the advantage of allowing for nonlinearities when capturing dynamics related to reference price variations (Popescu and Wu, 2007). An even more general demand function could include time dependency with $D = D(p(t), r(t), t)$, in the vein of Schlosser (2015), Schlosser (2016), and Güler et al. (2017).

For brevity and in order to simplify equations, function parameters will be further omitted, if there is no confusion. The demand function is twice continuously differentiable, satisfying the following conditions

$$\frac{\partial D}{\partial p} < 0, \frac{\partial D}{\partial r} > 0, \frac{\partial^2 D}{\partial p \partial r} \leq 0.$$

(2)
The first condition captures a *price effect* \( (\partial D/\partial p < 0) \) by imposing that the demand decreases with the retail price. The second condition refers to a *direct reference effect* \( (\partial D/\partial r > 0) \), where the demand increases with the reference price. The third condition captures an *indirect reference effect* \( (\partial^2 D/\partial p \partial r \leq 0) \). That is, the decrease of the demand due to an increase in price is higher when the reference price is high.

In line with the general demand approach initiated by Popescu and Wu (2007) and followed by Chenavaz (2016), condition (2) imposes relatively weak restrictions on the impact of retail price and reference price on demand. Also such assumptions cope with the two main cases of demand separability.

- **Additively separable case** \( D = f(p) + g(r) \), of which the classical linear demand function \( D = \alpha - \delta p - \gamma(p - r) \) is an example. Such a function is widely used, for instance by Sorger (1988), Kopalle et al. (1996), Kopalle and Winer (1996), Dye and Yang (2016), Xue et al. (2016), and Hsieh and Dye (2017). The implication of additive separability is to impede any indirect reference effect as \( \partial^2 D/\partial p \partial r = 0 \). Such an implication simplifies the tractability of any model and thus its analysis, though at a cost of lesser generality of the results.

- **Multiplicatively separable case** \( D = f(p)g(r) \), for which the Cobb-Douglas (isoelastic) demand function \( D = \alpha p^{-\delta} r^\gamma \) represents an instance. Because of opposite monotonies, the indirect reference effect writes \( \partial^2 D/\partial p \partial r < 0 \), enriching the analysis with a cross effect at the demand level. Popescu and Wu (2007) provide greater details on the properties of the demand functions.

### 2.3 Inventory

Firm inventory at time \( t \) writes \( I(t) \geq 0 \). We exclude the possibility of replenishment as in Taudes and Rudloff (2012), Dye and Yang (2016), Xue et al. (2016), and Hsieh and Dye (2017). The lifetime \( T \) of the inventory is fixed, that is, there is a predeterministic selling period (say several months or seasons). Inventory decrease depends on previous sales and items do not perish over time. This situation corresponds to class (1) in the great survey by Bakker et al. (2012, p. 276). Formally, the inventory at time \( t \), denoted \( I(t) \), is given by

\[
I(t) = I_0 - \int_0^t D(p(s), r(s)) ds , \quad \text{with } I(0) = I_0 \text{ and } I(T) = 0. \tag{3}
\]

The inventory at time \( t \) equals the initial inventory minus the cumulative demand during the period 0 to \( t \). The differentiation of \( I(t) \) with respect to time \( t \) yields

\[
\frac{dI(t)}{dt} = -D(p, r). \tag{4}
\]

Equation (4) states that inventory variation at time \( t \) decreases with current demand. Also inventory does not decrease autonomously as in the case of perishable items.
2.4 Current Profit

The current profit of the retailer $\pi \in \mathbb{R}$ corresponds to the difference between revenues and costs. Revenues depend on price and demand. Costs depend on inventory level $I$ and unitary inventory cost $h$. Thus, the profit of the retailer writes

$$\pi(p(t), r(t)) = p(t)D(p(t), r(t)) - hI(t).$$  \hspace{1cm} (5)

Substituting (3) in (5) gives

$$\pi(p(t), r(t)) = p(t)D(p(t), r(t)) - h\left(I_0 - \int_0^t D(p(s), r(s))ds\right).$$  \hspace{1cm} (6)

Equation (6) states that current profit of the retailer increases with price, current demand, and also with past demand, which, by reducing current inventory, reduces current inventory costs.

3 Dynamic Pricing Policy

The retailer, in a monopoly situation, is modeled within an optimal control framework. Table 1 provides the notations.

<table>
<thead>
<tr>
<th>Table 1: Notations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$ = fixed terminal time of the planning horizon,</td>
</tr>
<tr>
<td>$\rho$ = interest rate,</td>
</tr>
<tr>
<td>$p(t)$ = selling price at time $t$ (control variable),</td>
</tr>
<tr>
<td>$r(t)$ = reference price at time $t$ (state variable),</td>
</tr>
<tr>
<td>$I(t)$ = inventory at time $t$ (state variable),</td>
</tr>
<tr>
<td>$D(p, r)$ = current demand,</td>
</tr>
<tr>
<td>$\frac{dr(t)}{dt} = \beta(p - r)$ = reference point dynamics at time $t$,</td>
</tr>
<tr>
<td>$\frac{dI(t)}{dt} = -D(p, r)$ = inventory dynamics at time $t$,</td>
</tr>
<tr>
<td>$\lambda_r(t)$ = current-value adjoint variable for $r$ at time $t$,</td>
</tr>
<tr>
<td>$\lambda_I(t)$ = current-value adjoint variable for $I$ at time $t$,</td>
</tr>
<tr>
<td>$h$ = inventory cost,</td>
</tr>
<tr>
<td>$\pi(p, r)$ = $pD - hI$ = current profit,</td>
</tr>
<tr>
<td>$H(p, a, r, \lambda)$ = current-value Hamiltonian.</td>
</tr>
</tbody>
</table>

3.1 General Case

The retailer maximizes the intertemporal profit by setting the optimal pricing, while accounting for reference price and inventory dynamics. With the discount rate $\rho \geq 0$, the problem of the retailer
writes
\[
\max_{\rho(t) \geq 0} \int_0^T e^{-\rho t} \pi(t) dt,
\]
subject to
\[
\frac{dr(t)}{dt} = \beta (p(t) - r(t)), \text{ with } r(0) = r_0,
\]
\[
\frac{dI(t)}{dt} = -D(p, r), \text{ with } I(0) = I_0.
\]

The maximum principle allows solving the dynamic optimization problem. With the shadow price of the reference price \( \lambda_r(t) \) and the shadow price of the inventory \( \lambda_I(t) \), the current-value Hamiltonian \( H \) is
\[
H(p, r, \lambda_r, \lambda_I) = pD(p, r) - h I_0 - \int_0^t D(p, r) ds + \lambda_r \beta (p - r) - \lambda_I D(p, r). \tag{7}
\]

The interpretation of current-value Hamiltonian \( H \) is as follows: \( H \) sums (1) current profit \( pD(p, r) - hI \) and (2) future profits due to reference point variation \( \lambda_r \beta (p - r) \) and inventory variation \(-\lambda_I D\). \( H \) thus represents the instantaneous total (intertemporal) profit at time \( t \).

The maximum principle imposes the dynamics of \( \lambda_I \) to satisfy
\[
\frac{d\lambda_I}{dt} = \rho \lambda_I - \frac{\partial H}{\partial I} = \rho \lambda_I + h, \text{ with } \lambda_I(T) = 0. \tag{8}
\]

Integrating (8) with respect to time gives
\[
\lambda_I(t) = -\int_t^T e^{-\rho(s-t)} h ds. \tag{9}
\]

By computing the integral, (9) becomes
\[
\lambda_I(t) = -\left(1 - e^{-\rho(T-t)}\right) \frac{h}{\rho}. \tag{10}
\]

From (9) we derive \( \lambda_I(t) \leq 0 \), meaning that the shadow price of the inventory is negative over the planning period. Thus, an inventory is always costly for the retailer. Note that \( \lambda_I(t) \) is not reference dependent. Instead, it depends on the unitary inventory cost \( h \), the interest rate \( \rho \), and the remaining selling period \( T - t \). Moreover, the function increases over time. The rational is the following: At the beginning of the selling period, the inventory is large, and the high inventory costs reduce the profit of the retailer. But, as time passes, the inventory is lower, and the smaller inventory costs exert less influence on profit.

The maximum principle dictates the dynamics of \( \lambda_r \)
\[
\frac{d\lambda_r}{dt} = \rho \lambda_r - \frac{\partial H}{\partial r} = (\rho + \beta) \lambda_r - (p + h - \lambda_I) \frac{\partial D}{\partial r}, \text{ with } \lambda_r(T) = 0. \tag{11}
\]

\[\text{1 The proof of (9) is in Appendix A.1}\]
Integrating (11) with respect to time gives
\[ \lambda_r(t) = \int_t^T e^{-(\rho+\beta)(s-t)}(p + h - \lambda_t) \frac{\partial D}{\partial r} ds. \] (12)

Because \( \lambda_t(t) \leq 0 \), then \( p + h - \lambda_t > 0 \). Thus and recalling \( \frac{\partial D}{\partial p} \geq 0 \), we conclude \( \lambda_r \geq 0 \). At any time \( t \), an increase in the reference price augments the intertemporal profit. That is, a higher reference price is associated with larger intertemporal profits of the retailer (consumers are more likely to purchase).

We confine our interest to an interior solution for the price, provided it exists. The necessary and sufficient first- and second-order conditions for \( p \) impose for all \( t \in (0, T) \):
\[ \frac{\partial H}{\partial p} = 0 \implies (1+h)D + \frac{\partial D}{\partial p} + \beta \lambda_r - \frac{\partial D}{\partial p} \lambda_I = 0. \] (13a)
\[ \frac{\partial^2 H}{\partial p^2} < 0 \implies -(2+h) \frac{\partial D}{\partial p} - (p - \lambda_I) \frac{\partial^2 D}{\partial p^2} > 0. \] (13b)

The first-order condition on price (13a) yields a first result.\(^ 3\)

**Proposition 1.** At any time, price setting is such that
\[ -\frac{\partial D}{\partial p} \frac{D}{p} = 1 + h + \frac{D}{\beta \lambda_r - \frac{\partial D}{\partial p} \lambda_I}, \]
for all \( t \) in \([0, T]\) with \( \lambda_r \geq 0 \) and \( \lambda_I \leq 0 \) given by (10) and (12).

*Proof.* Divide (13a) by \( D \) and rearrange. \( \Box \)

Proposition 1 shows how the pricing strategy of a retailer integrating inventory and reference price considerations differs from the pricing of a standard static monopoly, for which the price elasticity of demand is unitary \((- (\partial D/\partial p)/(p/D) = 1)\). When the price elasticity of demand is greater than one, the demand is called elastic, and the retailer loses market power. Alternatively, when the price elasticity of demand is lower than one, the demand is called inelastic.

According to Proposition 1, the price elasticity of retailer demand relies on three competing effects: one tied to current profit and two tied to the dynamics of future profits. The presence of inventory cost \( h \) has a direct positive effect on the price elasticity of the demand. The demand becomes elastic, reflecting a loss of market power for the retailer because of the reduction of the current profit due to increased current costs.

A greater reference effect also weakens the market power of the firm. The past prices set by the retailer have more influence on the current retail price. That is, the retailer has less freedom to set prices, and the demand becomes more elastic. Formally, the price elasticity of demand increases when the shadow price of the reference price \( \lambda_r \) increases. A dynamic effect of the inventory, tied to \( \lambda_I \), is also observed. Indeed, due to the future costs of the inventory, the retailer has an incentive to sell more in the present. This strategy enables diminishing future inventory, reducing

\(^2\) The proof of (9) is in Appendix A.2
\(^3\) The proof of (13a) is obvious and the proof of (13b) appears in Appendix A.3.
the associated costs, and increasing future profits. Thus, the shadow price of the inventory exerts a negative impact, reducing the price elasticity of the demand. Eventually, the larger the demand \( D \), the lower is the impact of the shadow prices of reference price and inventory on price setting. Depending on the relative strength of these competing effects, the pricing policy is such that the demand is inelastic, unitary, or elastic.

The managerial implications are straightforward. A firm considering only the current profit, because it ignores lasting reference price and inventory effects, sets a price such that the demand is elastic \((1 + h)\). By contrast, a firm integrating current and future profits, because it accounts for lasting effects, may charge a price for which the demand is inelastic (if the lasting inventory effect outweighs the lasting reference effect and the inventory cost effect).

Proposition 1, informing about the price at any time \( t \) offers preliminary insights. As such, it characterizes the optimal relationship between the price level on one side and inventory cost and dynamics effects on the other side. Yet, it says nothing about the conditions under which the optimal price goes up or down after a change in the inventory cost and dynamics elements. That is, Proposition 1 maintains silence about any causal relationship.

Proposition 1 has to hold during the whole selling period. To maximize the intertemporal profit, marginal revenue variations must balance marginal cost variations. The relationship between the dynamics of price and the intertemporal elements is made explicit by the time differentiation of the first-order conditions \((13a)\). This time decomposition method has been used to show explicit causality (see, for example, Kalish (1983) and Chenavaz and Jasimuddin (2017)).

The first-order condition on price \((13a)\) must hold at any time \( t \in [0, T] \). Its decomposition with respect to time supports the following result.

**Proposition 2.** Over time, price dynamics are such that

\[
\frac{dp}{dt} \left( -2D \frac{\partial D}{\partial p} - (p - \lambda I) \frac{\partial^2 D}{\partial p^2} \right) = \frac{dr}{dt} \left( (1 + h) \frac{\partial D}{\partial r} + (p - \lambda I) \frac{\partial^2 D}{\partial p^2} \right) \\
+ \beta \left( (\rho + \beta) \lambda r - (p + h - \lambda I) \frac{\partial D}{\partial r} \right) - \frac{\partial D}{\partial p} \left( \rho \lambda I + h \right),
\]

for all \( t \) in \((0, T)\) with \( \lambda r \geq 0 \) and \( \lambda I \leq 0 \) given by \((10)\) and \((12)\).

**Proof.** Differentiate \((13a)\) with respect to time \( t \). The detailed proof is in Appendix A.4.

Proposition 2 captures the evolution of the optimal price over time. The second order condition \((13b)\) guarantees that, on the left side of Proposition 2, the second factor is positive. On the right-side of Proposition 2 appear three additively separable terms. The first term relates to reference price dynamics, the second to the adjustment speed of the reference price, and the third to the price sensitivity of demand. For the first two terms the impact is ambiguous as they result from two
competing effects. The third term has a positive impact, informing that, counterintuitively, the price increases with the price sensitivity of consumers.

Also, it may not be beneficial for the firm to start with extremely high prices, even though such high price would increase the reference price, stimulating the demand afterwards. Indeed, the firm must pay holding cost for the inventory. Such holding costs mitigate the interest of starting with a high price, as a low initial demand is costly in terms of remaining holding costs.

The lesson is that, for a general demand, the dynamics of price relate to the reference price level and adjustment and also to the price sensitivity of consumers, though, the total effect is ambiguous: No simple penetration or skimming pricing policy appears. To obtain more conclusive results, we consider more specific cases, trading off generality for strength of the results.

3.2 Special Cases

Absence of Inventory Cost

When there is no inventory cost ($h = 0$), the shadow price of inventory equals zero (substituting $h = 0$ in (10) yields $\lambda_t = 0$). Substituting $h = 0$ and $\lambda_t = 0$ in Propositions 1 and 2 yields

$$- \frac{\partial D}{\partial p} \frac{p}{D} = 1 + \frac{\beta \lambda_r}{D},$$

$$\frac{dp}{dt} \left( -2 \frac{\partial D}{\partial p} - \frac{\partial^2 D}{\partial p^2} \right) = \frac{dr}{dt} \left( \frac{\partial D}{\partial r} + p \frac{\partial^2 D}{\partial p \partial r} \right) + \frac{\beta}{+} \left( (p + \beta) \lambda_r - p \frac{\partial D}{\partial r} \right).$$

This case rules out the opposing effects due to inventory. Only remains the reference price effect, which is strictly positive. Consequently, the retailer sets a price such that the price elasticity of demand is elastic $\left( - \frac{\partial D}{\partial p} p > 1 \right)$. That is, because of the lasting effect of past prices, the retailer enjoys less market power in price setting. Also, the selling price may exhibit a decreasing or increasing pattern, or a mix of both. Note that the optimal pricing rules above matches the rules in Chenavaz (2016, Propositions 1 and 2), which also characterize a dynamic pricing policy with a reference-dependent demand. More precisely, our case with a fixed inventory and no inventory cost corresponds to their case, which does not consider production cost and inventory issues.

Absence of Reference Adjustment

When the reference price does not adjust over time ($\beta = 0$), it is constant over time ($dr/dt = 0$) and equals the reference price at time 0: $r(t) = r_0$. Substituting $\beta = 0$ in Propositions 1 and 2 yields

$\frac{\partial D}{\partial p} (\rho \lambda_t + h) > 0$. 

The proof is straightforward. Substituting $\lambda_t$ from (10) yields $\rho \lambda_t + h = -h(1 - e^{-\rho(T-t)}) + h = he^{-\rho(T-t)}$, which is positive. That is, $\rho \lambda_t + h > 0$. Further, demand conditions (2) impose $\frac{\partial D}{\partial p} < 0$, enabling derivation of the positivity of the third factor: $- \frac{\partial D}{\partial p} (\rho \lambda_t + h) > 0$. 

\[\text{www.economics-ejournal.org}\]

\[9\]
\[
- \frac{\partial D}{\partial p} \frac{p}{D} = 1 + h + \frac{\partial D}{\partial p} \lambda_I,
\]

\[
\frac{d p}{d t} \left( - (2 + h) \frac{\partial D}{\partial p} - (p - \lambda_I) \frac{\partial^2 D}{\partial p^2} \right) = - \frac{\partial D}{\partial p} (\rho \lambda_I + h).
\]

The first equation informs that when the reference price does not adjust, the price elasticity of demand decreases compared to the general case treated in Proposition 1 (the term \(\frac{\beta \lambda_r}{D}\) was positive and is now null). This suggests that, when the reference price is constant, the firm benefits from more market power. Indeed, past prices do not affect the reference price, and thus they do not affect the consumer purchase decision for the current price. The second equation states that, in the absence of reference dynamics, \(\frac{d p}{d t}\) is always positive (recall that the second factor on the left-side is positive—see footnote 4). The optimal pricing policy of the inventory is such that the price increases over time; the firm adopts a penetration strategy. Proposing a low price in the first period enables reducing inventory costs through the entire time period by selling more products at the beginning of the selling period. This low initial retail price is possible because it has no impact on the consumer reference price.

### Absence of Inventory Cost and Reference Adjustment

When there is no inventory cost \((h = 0)\) and no adjustment of the reference price \((\beta = 0)\), then the shadow price of the inventory is null \((\lambda_I = 0)\) and the reference price remains constant \((dr/dt = 0)\). In this situation, Propositions 1 and 2 write

\[
- \frac{\partial D}{\partial p} \frac{p}{D} = 1,
\]

\[
\frac{d p}{d t} = 0.
\]

These results claim that in a dynamic setting when the firm is not constrained by reference and inventory considerations, the pricing policy is that of a standard monopoly. Indeed, the price elasticity of demand is unitary. Also, the price is constant over time because all dynamic effects disappear. In a nutshell, this special case conforms to the pricing of a monopoly in a static situation.

### 3.3 Numerical Example

A numerical example is useful in two ways. First, it provides stronger insights about the relationship between the selling and reference prices. Second, it shows how to compute price in firm applications.
We work on the classical\(^5\) linear demand function \(D = \alpha - \delta p - \gamma(p - r)\) by posing the parameters \(\alpha = 1/4\) and \(\delta = \gamma = 1/2\), such that \(D = 1/4 - p + 1/2r\). Reference price dynamics are given by \(dr/dt = 1/2(p - r)\), meaning that \(\beta = 1/2\). Further, the retailer is farsighted, valuing equally present and future profits, that is \(\rho = 0\). For simplification, the holding cost is low, and may be approximated by 0, that is \(h = 0\). In this situation, we have \(\pi = p(1/4 - p + 1/2r), \lambda_I = 0,\) and \(\lambda_r(t) = 1/2 \int_t^T e^{-1/2(s-t)} pds\).

With such specification, Proposition 1 writes

\[
p = \frac{1}{8} + \frac{r}{4} + \frac{\lambda_r}{4},
\]

linking the optimal relationships between the selling and the reference prices. Proposition 2 reads

\[
\frac{dp}{dt} = \frac{1}{4} \frac{dr}{dt} + \frac{1}{8} (\lambda_r - p),
\]

showing that the selling price must increase if the reference price increases, and that the selling price may increase, even if the reference price decreases.

With a linear demand function, Propositions 1 and 2 provide insights about the optimal relationship and the dynamics of \(p\) and \(r\). Yet, they show that analyzing inventory is a complex task even in a simple framework, as the model does not provide closed results. Consequently, one may use numerical approximation techniques to characterize the solution of the model with given initial values for \(I_0\) and \(r_0\). Yet, the introduction of reference effect with inventory management complexifies the pricing rules. Indeed, it impedes to obtain simple pricing rules, such as penetration, skimming, U, or inverted-U pricing policies.

4 Conclusion

This article studied the dynamic pricing of an inventory, of a monopoly operating in a market where consumers are subject to reference-dependence. The modeling in an optimal control framework contributes to existing literature on behavioral dynamic pricing through the following aspects: The pricing rules explicitly consider the impact of current reference prices and inventory levels of the future profits. Finally, it discusses the managerial implications of behavioral pricing strategies of profit-maximizing firms.

Our model builds on the dynamic pricing model with reference price of Chenavaz (2016), by integrating the inventory element. In order to make the model more realistic, it could be generalized with a stochastic demand, as in Cao et al. (2012), or demand or elasticity be time dependent, as in Schlosser (2015), Schlosser (2016), and Güler et al. (2017). Such task, which complexifies the model, is left for future work.

By pointing to the influence of the psychological element, this article enhances the comprehension of inventory pricing. Firms and retailers would benefit from adapting their pricing policies to consumer behavior, thereby becoming more profitable. Further profit-maximizing opportunities

---

require future research on the optimal relationships among directly controllable variables (such as the selling price, marketing expenses, or promotion activities) and indirectly controllable variables (such as the reference price, reference quality, or product goodwill).

A Appendix

A.1 Proof of Equation (9)

Recall that the dynamic of $\lambda_{I}$ writes in (8)

$$\frac{d\lambda_{I}}{dt} = \rho \lambda_{I} - \frac{\partial H}{\partial I} = \rho \lambda_{I} + h, \text{ with } \lambda_{I}(T) = 0.$$  

Consider the integrating factor $e^{-\rho t}$, such that

$$\frac{d\lambda_{I}(t)e^{-\rho t}}{dt} = e^{-\rho t} \left( \frac{d\lambda_{I}(t)}{dt} - \rho \lambda_{I}(t) \right).$$

Because $\frac{d\lambda_{I}(t)}{dt} - \rho \lambda_{I}(t) = h$, then

$$\frac{d}{dt}(\lambda_{I}(t)e^{-\rho t}) = he^{-\rho t},$$

$$\int_{t}^{T} d(\lambda_{I}(s)e^{-\rho s}) = \int_{t}^{T} e^{-\rho s} h ds,$$

$$\lambda_{I}(T)e^{-\rho T} - \lambda_{I}(t)e^{-\rho t} = \int_{t}^{T} e^{-\rho s} h ds.$$

Substituting the transversality condition $\lambda_{I}(T) = 0$ yields

$$\lambda_{I}(t) = -\int_{t}^{T} e^{-\rho(s-t)} h ds,$$

which completes the proof.

A.2 Proof of Equation (12)

Recall that the dynamic of $\lambda_{r}$ writes in (11)

$$\frac{d\lambda_{r}}{dt} = \rho \lambda_{r} - \frac{\partial H}{\partial r} = (\rho + \beta) \lambda_{r} - (p + h - \lambda_{I}) \frac{\partial D}{\partial r}, \text{ with } \lambda_{r}(T) = 0.$$  

Consider the integrating factor $e^{-(p+\beta)t}$, such that

$$\frac{d(\lambda_{r}(t)e^{-(p+\beta)t})}{dt} = e^{-(p+\beta)t} \left( \frac{d\lambda_{r}(t)}{dt} - (p + \beta) \lambda_{r}(t) \right).$$
Because \( \frac{d\lambda_r(t)}{dt} - (p + \beta)\lambda_r(t) = -(p + h - \lambda_t) \frac{\partial D}{\partial r} \), then

\[
\frac{d(\lambda_r(t)e^{-(p+\beta)t})}{dt} = e^{-(p+\beta)t} \left[ -(p + h - \lambda_t) \frac{\partial D}{\partial r} \right],
\]

\[
\int_t^T d(\lambda_r(s)e^{-(p+\beta)s}) = \int_t^T e^{-(p+\beta)s} \left[ -(p + h - \lambda_t) \frac{\partial D}{\partial r} \right] ds.
\]

\[
\lambda_r(T)e^{-(p+\beta)T} - \lambda_r(t)e^{-(p+\beta)t} = \int_t^T e^{-(p+\beta)s} \left[ -(p + h - \lambda_t) \frac{\partial D}{\partial r} \right] ds.
\]

Substituting the transversality condition \( \lambda_r(T) = 0 \) yields

\[
\lambda_r(t) = \int_t^T e^{-(p+\beta)(s-t)}(p + h - \lambda_t) \frac{\partial D}{\partial r} ds,
\]

which completes the proof.

**A.3 Proof of Equation (13b)**

Recall the first-order condition with respect to \( p \) (13a)

\[
\frac{\partial H}{\partial p} = 0 \implies D + p \frac{\partial D}{\partial p} + hD + \beta \lambda_r - \frac{\partial D}{\partial p} \lambda_t = 0,
\]

\[
\implies (1 + h)D + p \frac{\partial D}{\partial p} + \beta \lambda_r - \frac{\partial D}{\partial p} \lambda_t = 0.
\]

The second-order condition with respect to \( p \) (13b) states

\[
\frac{\partial^2 H}{\partial p^2} < 0 \implies (1 + h) \frac{\partial D}{\partial p} + \frac{\partial D}{\partial p} + p \frac{\partial^2 D}{\partial p^2} - \frac{\partial^2 D}{\partial p^2} \lambda_t < 0,
\]

\[
\implies (2 + h) \frac{\partial D}{\partial p} + \frac{\partial^2 D}{\partial p^2} (p - \lambda_t) < 0,
\]

\[
\implies - (2 + h) \frac{\partial D}{\partial p} + (-\lambda_t + p) \frac{\partial^2 D}{\partial p^2} > 0,
\]

which completes the proof.

**A.4 Proof of Proposition 2**

Recall the first-order condition (13a)

\[
(1 + h)D(p(t), r(t)) + p(t) \frac{\partial D(p(t), r(t))}{\partial p} + \beta \lambda_r(t) - \frac{\partial D(p(t), r(t))}{\partial p} \lambda_t(t) = 0.
\]

Differentiate the first order condition (13a) with respect to \( t \) gives

\[
(1 + h) \left( \frac{\partial D \frac{dp}{dt}}{\partial p \frac{dt}{dt}} + \frac{\partial D \frac{dr}{dt}}{\partial r \frac{dt}{dt}} \right) + \frac{dp}{dt} \frac{\partial D}{\partial p} + p \left( \frac{\partial^2 D}{\partial p^2} \frac{dp}{dt} + \frac{\partial^2 D}{\partial p \partial r} \frac{dr}{dt} \right) + \beta \frac{d\lambda_r}{dt} - \left( \frac{\partial^2 D}{\partial p^2} \frac{dp}{dt} + \frac{\partial^2 D}{\partial p \partial r} \frac{dr}{dt} \right) \lambda_t + \frac{\partial D}{\partial p} \lambda_t \frac{d\lambda_t}{dt} = 0,
\]
giving after rearrangement

\[
\frac{dp}{dt} \left( -(2 + h) \frac{\partial D}{\partial p} - \frac{\partial^2 D}{\partial p^2} (p - \lambda_i) \right) = \frac{dr}{dt} \left( (1 + h) \frac{\partial D}{\partial r} + \frac{\partial^2 D}{\partial p \partial r} (p - \lambda_i) \right) \\
+ \beta \frac{d\lambda_r}{dt} - \frac{\partial D}{\partial p} \frac{d\lambda_I}{dt}.
\]

Substituting (8) and (11) above provides

\[
\frac{dp}{dt} \left( -(2 + h) \frac{\partial D}{\partial p} - \frac{\partial^2 D}{\partial p^2} (p - \lambda_i) \right) = \frac{dr}{dt} \left( (1 + h) \frac{\partial D}{\partial r} + \frac{\partial^2 D}{\partial p \partial r} (p - \lambda_i) \right) \\
+ \beta \left[ (\rho + \beta) \lambda_r - (p + h - \lambda_i) \frac{\partial D}{\partial r} \right] - \frac{\partial D}{\partial p} [\rho \lambda_I + h],
\]
which completes the proof.
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