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Abstract

In this paper, the authors explore a dynamical version of the Aoki and Yoshikawa model (AYM) for an economy driven by demand. They show that when an appropriate Markovian dynamics is taken into account, the AYM has different equilibrium distributions depending on the form of transition probabilities. In the version of the dynamic AYM presented here, transition probabilities depend on a parameter $c$ tuning the choice of a new sector for workers leaving their sector. The solution of Aoki and Yoshikawa is recovered only in the case $c = 0$. All the other possible cases give different equilibrium probability distributions, including the Bose–Einstein distribution.
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1 Introduction

In their recent book *Reconstructing Macroeconomics*, Masanao Aoki and Hiroshi Yoshikawa (2007) (see also Yoshikawa 2003) present a model used to derive the amount of production factor $n_i$ for the $i$-th economic sector, based on an exogenously given demand $D$ and given different levels of productivity $a_i$ for each economic sector $i$. In the following, this model will be called *Aoki-Yoshikawa Model* or *AYM*. More specifically, let us suppose that an economy is made up of $g$ sectors of size $n_i$, where, as written before, $n_i$ is the amount of production factor used in sector $i$. For the sake of simplicity, in the following, we shall interpret $n_i$ as the number of workers active in sector $i$, therefore limiting the production factor to labour. In the AYM, the total endowment of production factor in the economy is exogenously given and set to $n$:

$$\sum_{i=1}^{g} n_i = n. \quad (1)$$

Notice that Aoki and Yoshikawa claim that $n$ is akin to population rather than workforce as it includes people who are enjoying leisure or are active in household production. In any case, the output of sector $i$ is given by

$$Y_i = a_i n_i, \quad (2)$$

where $a_i$ is the productivity of sector $i$. It is further assumed that productivities differ across sectors and can be ordered as follows:

$$a_1 < a_2 < \ldots < a_g. \quad (3)$$

The total output of the economy is given by

$$Y = \sum_{i=1}^{g} Y_i = \sum_{i=1}^{g} a_i n_i. \quad (4)$$

This quantity is the *Gross Domestic Product* or *GDP* and it is assumed to be equal to an exogenously given aggregate demand $D$:

$$Y = D, \quad (5)$$

yielding

$$\sum_{i=1}^{g} a_i n_i = D. \quad (6)$$

Aoki and Yoshikawa are interested in finding the probability distribution of production factors across sectors, that is the distribution of the occupation vector

$$n = (n_1, n_2, \ldots, n_g) \quad (7)$$
when statistical equilibrium is reached.

The problem of the AYM coincides with a well-known problem in Statistical Physics, namely finding the statistical equilibrium allocation of \( n \) particles into \( g \) energy levels \( \varepsilon_i \), so that the number of particles is conserved

\[
\sum_i n_i = n \tag{8}
\]

and the total energy \( E \) is conserved

\[
\sum_i \varepsilon_i n_i = E. \tag{9}
\]

Even if this analogy is merely formal, it is very useful and one can immediately see that the levels of productivity \( a_i \) correspond to energy levels, whereas the demand \( D \) has the meaning of total energy \( E \).

After a first attempt in 1868 (Boltzmann 1868), Ludwig Boltzmann solved this problem in 1877 using the *most probable occupation vector*, an approximate method (Boltzmann 1877). One can introduce configurations \( x = (x_1, x_2, \ldots, x_n) \), with \( x_i \in \{1, \ldots, g\} \), where \( x_i = j \) means that the \( i \)-th worker is active in sector \( j \); then, the number of distinct configurations belonging to a given occupation vector is \( W(x|n) \):

\[
W(x|n) = \frac{n!}{\prod_{i=1}^g n_i!}
\]

Boltzmann noticed that, when statistical equilibrium is reached, the probability \( \pi(n) \) of an accessible occupation state is proportional to \( W(x|n) \), this means that

\[
\pi(n) = KW(x|n) = K \frac{n!}{\prod_{i=1}^g n_i!}, \tag{10}
\]

where \( K \) is a suitable normalization constant; therefore, occupation vectors that maximize \( \pi(n) \) must minimize \( \prod_{i=1}^g n_i! \) subject to the two constraints (8) and (9). For large systems, Stirling’s approximation can be used for the factorial:

\[
\log [\prod_{i=1}^g n_i!] \simeq \sum_{i=1}^g n_i (\log n_i - 1), \tag{11}
\]

and the bounded extremum problem can be solved using Lagrange multipliers and finding the maximum of

\[
L(n) = -\sum_{i=1}^g n_i (\log n_i - 1) + \nu \left( \sum_{i=1}^g n_i - N \right) - \beta \left( \sum_{i=1}^g a_i n_i - D \right) \tag{12}
\]

with respect to \( n_i \). This gives

\[
0 = \frac{\partial L}{\partial n_i} = - \log n_i + \nu - \beta a_i \tag{13}
\]
or
\[ n_i^* = e^\nu e^{-\beta a_i} \] (14)

where \( \nu \) and \( \beta \) can be obtained from the constraints in equations (1) and (6). An approximate evaluation of \( n_i^* \) is possible if \( a_i = ia \) with \( i = 1, 2, \ldots, g \). If \( g >> 1 \), the sums in (1) and (6) can be accurately replaced by infinite sums of the geometric series. In this case \( \nu \) and \( \beta \) can be derived and replaced in (14) and one gets the most probable vector in terms of known parameters:

\[ n_i^* = \frac{n}{r-1} \left( \frac{r-1}{r} \right)^i, \quad i = 1, 2, \ldots, \] (15)

where \( r = D/na \) is the aggregate demand per agent divided by the smallest productivity. In the limit \( r >> 1 \), one gets

\[ n_i^* \approx \frac{n}{r} e^{-i/r}. \] (16)

Notice that equation (16) defines the occupation vectors that maximizes the probability given in equation (10); they are events and not random variables. However, if the economy is in the state \( n^* \), and if you select a worker at random, the probability of finding her/him in sector \( i \) is

\[ P(i|n^*) = \frac{n_i^*}{n} \approx \frac{na}{D} \exp \left( -\frac{na}{D} i \right). \] (17)

Hence the marginal probability that a worker is in sector \( i \), given \( n^* \) follows the exponential distribution.

All the previous results depend on the hypothesis for which Equation (10) holds true, that is the equiprobability of all the configurations \( x \) compatible with the constraints (1) and (6). This is typical in classical statistical mechanics, where the uniform \( x \)-distribution is the only one compatible with the underlying deterministic dynamics (via Liouville’s theorem). For Boltzmann himself, this link was not enough, and the dynamical part of his work (Boltzmann’s equation, as well as the related H-Theorem) was introduced in order to prove that the most probable \( n^* \) summarizing the equilibrium distribution is actually achieved as a consequence of atomic/molecular collisions. Indeed, the equilibrium distribution (if it exists) depends on the detail of the dynamics with which workers change sector. In Physics, Brillouin’s ideas and a generalized Ehrenfest urn model vindicate Boltzmann’s attempt which can also encompass quantum statistics (see Brillouin (1927), and Costantini and Garibaldi (2000), and (2004) for the so-called Ehrenfest-Brillouin Model or EBM, and the original paper by Paul and Tatiana Ehrenfest (1912) for the Ehrenfest urn model). One cannot say that Boltzmann would be satisfied by this approach, as it is intrinsically probabilistic. In fact, he devoted an unbelievable mass of mechanical calculations to obtain his fundamental results. In any case, the Ehrenfest-Brillouin Model and its relationship with the AYM will be the subject of the next section.
2 Markovian Dynamics for the AYM

We first introduce unary moves (or jumps). Let \( \mathbf{n} \) denote the present state of the system, defined in terms of the occupation vector:

\[
\mathbf{n} := (n_1, \ldots, n_g)
\]

(18)

where, as before, \( n_i \) denotes the number of workers in the \( i \)-th sector with productivity \( a_i \); then a unary move means that either \( n_i \) increases by one (creation) or \( n_i \) decreases by one (destruction or annihilation). We write

\[
\mathbf{n}^i := (n_1, \ldots, n_j + 1, \ldots, n_g)
\]

(19)

for creation of one unit and

\[
\mathbf{n}_j := (n_1, \ldots, n_j - 1, \ldots, n_g)
\]

(20)

for annihilation of one unit. A unary move consists in an annihilation step followed by a creation step. Thus it conserves the total number of workers, but does not fulfill the demand bound, except for the trivial case \( j = i \). The conservation of the number of workers is achieved by unary moves where a worker leaves sector \( i \) to join sector \( j \). To fix the ideas, we assume \( i < j \) and we write

\[
\mathbf{n}^i_j := (n_1, \ldots, n_i - 1, \ldots, n_j + 1, \ldots, n_g)
\]

(21)

to denote a unary move. However, as mentioned above, unary moves violate the demand bound, if all the sectors have different productivities. Let us denote the components of the vector \( \mathbf{n}^i_j \) by \( (n^i_1, \ldots, n^i_g) \). If all the sectors have different productivities and \( \sum_{k=1}^{g} a_k n_k = D \) before the move, then, for sure, one has that \( \sum_{k=1}^{g} a_k n'^i_k \neq D \) after the move. The difference between the two sums is \( a_j - a_i \neq 0 \) as \( a_i \neq a_j \). Under the hypothesis of different sector productivities, in order to conserve demand, one should use binary moves at least, consisting of a sequence of two annihilations and two creations so that the total production level does not change. In a generic binary move, a worker leaves sector \( i \) to join sector \( l \) and another worker leaves section \( j \) to join sector \( m \). Let us denote the state after the binary move by \( \mathbf{n}^{mn}_{ij} \), where \( n'_i = n_i - 1 \), \( n'_j = n_j - 1 \), \( n'_l = n_l + 1 \), and \( n'_m = n_m + 1 \). The difference in total product becomes \( a_m + a_l - a_i - a_j \). When sector productivities are all different and incommensurable, this difference vanishes only if the two workers come back to their sectors \((l = i \text{ and } m = j)\) or if they mutually exchange their sectors \((l = j \text{ and } m = i)\). Indeed one has to take into account that \( a_i \in \mathbb{R}, \forall i \) and that \( n_i \in \mathbb{N}, \forall i \). In both cases, binary moves do not change the total number of workers per sector and any initial distribution of workers is conserved. The same applies to moves where \( r \) workers leave their sectors to join other sectors. If all the sectors have different productivities, in order to fulfill the demand bound, workers have to rearrange so that the \( n_i \)s do not vary.

A way to avoid this boring situation is to assume that \( a_i = i a \) where, as usual, \( i \in \{1, \ldots, g\} \), that is productivities are multiples of the lowest productivity \( a_1 \). In this case, binary transitions can conserve demand, but only a subset of occupation
vectors can be reached from a given initial state fulfilling the demand bound. In order to illustrate this point, let us consider a case in which there are three sectors with respective productivities $a_1 = a$, $a_2 = 2a$, and $a_3 = 3a$ and $n = 3$ workers. Suppose that the initial demand is set at the following level $D = 6a$. For instance, this situation is fulfilled by an initial state in which all the three workers are in sector 2. Therefore, the initial occupation vector is $\mathbf{n} = (0, 3, 0)$. An allowed binary move leads to state $\mathbf{n}_{23} = (1, 1, 1)$ where two workers leave sector 2 to jump to sectors 1 and 3, respectively. This state fulfills the demand bound as $a_1 n_1 + a_2 n_2 + a_3 n_3 = 6a$.

After defining binary moves and proper constraints on accessible states, it is possible to define a dynamics on the AYM using an appropriate transition probability. A possible choice is:

$$ P(n_{ij}^m|\mathbf{n}) = A_{ij}^m(n)n_j(1 + cn_l)(1 + cn_m), \quad (22) $$

where $A_{ij}^m(n)$ is a suitable normalization factor and $c$ is a model parameter, whose meaning will be explained in the following. This equation can be justified by considering a binary move as a sequence of two destructions and two creations. For the moment, let us forget the demand bound. When a worker leaves sector $i$, he/she does so with probability

$$ P(n_i|\mathbf{n}) = \frac{n_i}{n}, \quad (23) $$

proportional to the number of workers in sector $i$ before the move. When he/she joins sector $l$, this happens with probability

$$ P(n_l|\mathbf{n}) = \frac{1 + cn_l}{g + cn}. \quad (24) $$

Remember that the probability of any creation or destruction is a function of the actual occupation number, that is the occupation number seen by the moving agent. Therefore, in general, the worker will not choose the arrival sector independently from its occupation before the move, but he/she will be likely to join more populated sectors if $c > 0$ or he/she will prefer to stay away from populated sectors if $c < 0$. Finally, he/she will be equally likely to join any sector if $c = 0$. Further notice that, if $c \geq 0$, there is no restriction in the number of workers who can occupy a sector, whereas for negative values of $c$, only situations in which $1/|c|$ is integer are allowed and no more than $1/|c|$ workers can be allocated in each sector (see Brillouin (1927), and Costantini and Garibaldi (2000)).

In principle, given equation (22), one can explicitly write the transition matrix and find the stationary (or invariant) distribution by diagonalizing it (this method is described in standard textbooks on Markov chain and summarized in Scalas et al. (2006). However, when the number $g$ of sectors is large, the direct method becomes numerically cumbersome. In this case, the master equation can be used. If $P(\mathbf{n}, t)$ denotes the probability that the economy is in state $\mathbf{n}$ at step $t$, one has

$$ P(\mathbf{n}, t + 1) - P(\mathbf{n}, t) = \sum_{\mathbf{n}' \neq \mathbf{n}} [P(\mathbf{n}|\mathbf{n}')P(\mathbf{n}', t) - P(\mathbf{n}'|\mathbf{n})P(\mathbf{n}, t)]. \quad (25) $$
If there is a probability distribution \( \pi(\mathbf{n}) \) that satisfies the *detailed balance* condition, defined as

\[
P(\mathbf{n}|\mathbf{n}')\pi(\mathbf{n}') = P(\mathbf{n}'|\mathbf{n})\pi(\mathbf{n})
\]  
(26)

then if \( P(\mathbf{n}, t) = \pi(\mathbf{n}) \) one gets

\[
P(\mathbf{n}, t+1) = P(\mathbf{n}, t) = \pi(\mathbf{n}),
\]  
(27)

that is \( \pi(\mathbf{n}) \) is the invariant distribution of the chain, a.k.a. stationary distribution. This is a formal property, and nothing assures that it will be achieved by the chain. A Markov chain with an invariant distribution satisfying detailed balance is called *reversible* with respect to the distribution \( \pi(\mathbf{n}) \). However, if a Markov chain is irreducible (i.e. all possible states \( \mathbf{n} \) sooner or later communicate) and it is aperiodic (all entries of the \( s \)-step matrix are positive for all \( s > s_0 \)), then there exists a unique invariant distribution \( \pi(\mathbf{n}) \) and

\[
\lim_{t \to \infty} P(\mathbf{n},t|\mathbf{n}',0) = \pi(\mathbf{n}),
\]  
(28)

independent of the initial state \( \mathbf{n}' \); this means that the invariant distribution coincides with the equilibrium distribution.

Returning to the chain (22), in the absence of constraints, all possible states are sooner or later reachable via binary moves. Notice that at the end of each move a worker can go back to the starting sector; hence binary moves cover unary ones and no periodicity is present. The presence of constraints reduces the set of accessible states, but these states can be reached from any other state by means of (22) if productivities are of the form \( a_i = ia \). In the general case, if binary moves were not enough to let all states compatible with the constraint communicate, we could consider ternary moves or even \( n \)-ary moves until the ergodic property were fulfilled. These moves are governed by a straightforward extension of (22). Given that all \( m \)-move chains share the same equilibrium distribution, we can assume that the binary chain is irreducible and aperiodic without loss of generality. Then we can look for the invariant distribution of the binary chain, which will coincide with the equilibrium distribution.

Let us now apply detailed balance to the transition probability given in equation (22). The inverse transition move has probability

\[
P(\mathbf{n}|\mathbf{n}^m_{ij}) = A^{lm}_{ij}((n_l + 1)(n_m + 1)(1 + c(n_i - 1))(1 + c(n_j - 1))).
\]  
(29)

As a consequence of equations (23) and (24) and taking into account the demand bound, it is possible to show that \( A^{lm}_{ij}(\mathbf{n}^m_{ij}) = A^{lm}_{ij}(\mathbf{n}) \) (see Costantini and Garibaldi 2000). Then, the detailed balance condition becomes

\[
\frac{\pi(\mathbf{n}^m_{ij})}{\pi(\mathbf{n})} = \frac{n_in_j(1 + cn_l)(1 + cn_m)}{(n_l + 1)(n_m + 1)(1 + c(n_i - 1))(1 + c(n_j - 1))}.
\]  
(30)

From equation (30), one can see what happens for some remarkable values of \( c \). If
\( c = 1 \) then one gets \( \pi(n^{lm}_{ij})/\pi(n) = 1 \), meaning that \( \pi(n) \) is uniform on the set of accessible states. If \( c = -1 \) then one has again \( \pi(n^{lm}_{ij})/\pi(n) = 1 \) but only if \( n_i = n_j = 1 \) and \( n_l = n_m = 0 \); all the states satisfying an exclusion principle and the demand bound have the same probability. If \( c = 0 \), the ratio in equation (30) becomes

\[
\frac{\pi(n^{lm}_{ij})}{\pi(n)} = \frac{n_i n_j}{(n_l + 1)(n_m + 1)},
\]

yielding an equilibrium distribution given by

\[
\pi(n) \propto \frac{1}{\Pi_{i=1}^g n_i!};
\]

The general solution of (30) is

\[
\pi(n) \propto \Pi_{i=1}^g \frac{(1/c)^{|n_i|}}{n_i!}
\]

where \( x^{|m|} = x(x+1)...(x+m-1) \) is the Pochhammer symbol. The distribution (33) is a generalized Pólya distribution (whose prize can be positive, negative or zero) whose domain is just “all the states \( n \) compatible with the constraints” or, equally, “all the states \( n \) reachable from \( n_0 \) by (22)”. The values \( c = 0, \pm 1 \) are the only ones appearing in the applications of (22) to particles in Physics. Outside the physical realm, there is no reason to be restricted to these three possibilities and there is room for the application of the so-called parastatistics. Notice that equation (32) means that workers’ configurations are uniformly distributed. As mentioned above, this is the only case considered in Aoki and Yoshikawa 2007. Notice further that for all the other values of \( c \) no equilibrium probability distribution is uniform either for sector occupations (as in the cases \( c = \pm 1 \)) or for configurations (as in the aforementioned case \( c = 0 \)).

Finally, one can further show that the general solution of the conditional maximum problem for \( \pi(n) \) is:

\[
n_i^* = \frac{1}{e^{-\nu} e^{\beta n_i} - c}
\]

which coincides with (14) in the case \( c = 0 \). The Bose-Einstein distribution is obtained for \( c = 1 \).

### 3 Discussion and Conclusions

In summary, we have shown that when Markovian dynamics is taken into account, the AYM has different equilibrium distributions depending on the formula for transition probabilities. In our version of the dynamic AYM, transition probabilities depend on a parameter \( c \) tuning the choice of a new sector for workers leaving their sector. The solution of Aoki and Yoshikawa is recovered only in the case \( c = 0 \). All the other possible cases give different equilibrium probability distributions, in-
cluding the so-called Bose-Einstein distribution for $c = 1$. This shows that the AYM is compatible with an infinite set of possible statistical equilibria. In the case $c = 0$, the exponential distribution (17) is the continuous limit of the geometrical (15) distribution - the equilibrium distribution when $n$ is not so large.

As a further general comment, one can notice that, in Physics, each energy level is degenerate and represented by $g_i$ cells, depending on the structure of phase space. For a monoatomic gas, each energy level $\epsilon_i$ corresponds to $g_i \propto i^{1/2}$ single-particle states, and the most probable level occupation number $N_i^*$ becomes $N_i^* \propto e^{\nu i^{1/2} e^{-\beta \epsilon_i}}$. For this reason, the energy equilibrium distribution is a Gamma$(3/2, 1/2)$, rather than the exponential distribution Gamma$(1, 1/2)$, where $\beta$ is the inverse temperature. If these quantities are interpreted in Economics, a factor $i^\alpha$, $\alpha \geq 1$ can be introduced, taking into account that increasing productivities are usually accompanied by an increasing number of industrial sectors. In this case, the equilibrium distribution would become a Gamma$(\alpha + 1, r)$. It would be also interesting to study the $c < 0$, where labour or other production factors tend to occupy less populated sectors.

There are many differences between physical systems and economic systems, even if an “atomistic” point of view is used in modelling the latter. For instance the typical number of interacting agents in Economics is much less than the typical number of interacting particles in a fluid. In any case, the so-called thermodynamic limit - represented by the geometric distribution (15) - is already reached for relatively small systems.

It is an empirical fact that, in Physics, the only relevant cases of equation (33) are $c = 1$ for bosons, $c = -1$ for fermions and $c = 0$ for classical particles. Bosons are particles that can occupy a state without limit in their number; it is the case of photons, the quanta of the electromagnetic radiation. This property was used by Planck (1901) to derive the right equation for the black-body radiation. Fermions are particles subject to Pauli’s exclusion principle, so that no two identical particles can occupy a given state at a time (see Pauli 1925). Electrons are instances of fermions. In both cases the labels (or names) of particles are not interesting and what is important is the occupation number of each state. In the classical case, as it turns out that allowed particle descriptions are uniformly distributed, it may be meaningful to reintroduce particle names. In Economics, equation (33), or, better, equation (22) can be fitted from empirical data (see also the discussion below) and there is no a priori restriction on the value of $c$.

For what concerns the problem of coordination, one could consider the hypothesis that moving agents (those who have been fired, or who decide to move) are reallocated by some Authority taking into account the exact amount of productivity needed in order to fulfill demand. Binary moves preserving $D$ may be replaced by suitable multiple moves, where many workers leave a sector, observe what places are available, and eventually change sector. This process may recall Walras’ auctioneer mechanism, but it has the advantage that it can be effectively realized, at least in the fictitious world of Monte Carlo simulations, as well as in particle collisions in Physics.

The dynamics discussed in section II does satisfy both constraints in equations (1) and (6) at each transition step. However, it is possible to consider versions of the
dynamic AYM where the demand bound is relaxed and only at the end of a period the new equilibrium is reached. In such versions, the exogenous demand could be given by a stochastic process $D(t)$ and could be announced at the beginning of the period. In this case, the economy would be obliged to move from the previous equilibrium $Y(t-1) = D(t-1)$ to the new one and the model would lead to a sequence of annealings. In these versions, the rate of convergence towards statistical equilibrium would be of great interest. The dynamics of such a model would be analogous to a transformation in a thermodynamic system. An increase in demand would make possible to occupy higher productivity levels, similar to heating in a physical system. Further notice that an increase in the number of workers would be analogous to adding particles to a physical system. In Physics, both transformations lead to an Entropy variation related to two intensive variables: temperature (as in the AYM) and chemical potential whose counterpart in the AYM must be specified.

We are working on these problems, however, we also plan to show that the statistical approach to Economics cannot be reduced to simple combinatorics. Eventually, one could try to endogenize both demand and the distribution of productivity by designing a more complete stochastic model of a closed economy, taking into account some features of the AYM.

As for the possibility of empirically validating or falsifying this class of models, in principle, both the empirical transition probabilities between sectors and the distribution of workers across sectors can be measured and compared with equations (22) and (33), respectively. However, a priori, one can notice that these models have some unrealistic features. For instance the migration of workers from one productive sector to another may take time due to the need of learning a new job (even if this is not always the case). Moreover, one could add unemployed workers belonging to a class of zero productivity. In any case, we believe that conservative models have not yet been fully exploited in Economics, and, here, we preferred to introduce simple dynamic constraints, rather than studying a more realistic model where no analytical calculations were possible.

In our opinion, all the above directions of research are worth exploring and will be the subject of future investigations.
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