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Abstract
Various phenomena related to socio-economic aspects of our daily life exhibit equilibrium densities characterized by a power law decay. Maybe the most known example of this property is concerned with wealth distribution in a western society. In this case the polynomial decay at infinity is referred to as Pareto tails phenomenon (Pareto, *Cours d’économie politique*, 1964). In this note, the authors discuss a possible source of this behavior by resorting to the powerful approach of statistical mechanics, which enlightens the analogies with the classical kinetic theory of rarefied gases. Among other examples, the distribution of populations in towns and cities is illustrated and discussed.
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1 Introduction

Probability distribution functions with power decay appear in numerous biological, physical, social and economic contexts, which look fundamentally different. In biology, power laws have been claimed to describe the distributions of the connections of enzymes and metabolites in metabolic networks, the number of interactions partners of a given protein, and other quantities (Karev et al., 2002; Kuznetsov, 2003). Among others, in the physical context power laws appear when studying the cooling of an inelastic dissipative gas by means of the Boltzmann equation (Ernst and Brito, 2002a,b). Likewise, in network analysis power laws imply evolution of the network with preferential attachment, i.e. a greater likelihood of nodes being added to pre-existing hubs (Barabasi, 1999, 2002).

As documented in Gabaix (1999); Newman (2005) through an exhaustive list of references, in addition to the most studied phenomena, power-law distributions occur in an extraordinarily diverse range of situations, which range from the sizes of cities (Gabaix, 1999), the size of earthquakes (Gutenberg and Richter, 1944) to the frequency of use of words in any human language (Estoup, 1916; Zipf, 1949). Most of these applications are quite recent, and reflect the increasing interest of mathematicians towards applications to living systems (Marsan et al., 2016; Bassetti and Toscani, 2015; Bellomo et al., 2013, 2008; Bellomo and Soler, 2012; Bellouquid et al., 2013; Ben-Naim et al., 2003a,b; Ben-Naim, 2005; Bertotti and Delitala, 2008; Carrillo et al., 2010a,b; Cucker and Mordecki, 2008; Cucker and Smale, 2007a,b).

As a matter of fact, however, maybe the first example of distributions with power decay is concerned with the original study of Pareto on wealth distribution (Pareto, 1964). In reason of its great importance in the development of modern societies, the unequal distribution of wealth in a population described by Pareto, consequent to the formation of power tails, attracted the interest of a number of economists, physicists and mathematicians (Castellano et al., 2009; Düring et al., 2008, 2009; Gupta, 2006; Naldi et al., 2010; Pareschi and Toscani, 2013) (cf. also Bouchaud and Mézard (2000); Burger et al. (2013, 2014); Cordier et al. (2009); Garibaldi et al. (2007); Hayes (2002); Ispolatov et al. (1998); Scalas et al. (2006)). Among the various models present in the literature, mostly based on the approach furnished by statistical mechanics, kinetic models of socio-economic systems gained a lot of popularity (Bisi et al., 2009; Chakraborti, 2002; Chakraborti and Chakrabarti, 2000; Chatterjee et al., 2004, 2005; Comincioli et al., 2009; Cordier et al., 2005; Drăgulescu and Yakovenko, 2000; Düring and Toscani, 2008; Maldarella and Pareschi, 2012; Toscani et al., 2013), in reason of the strong analogies between them and the classical kinetic theory of rarefied gases. Indeed, the kinetic approach allows to obtain rigorous analytical results on the large-time behavior of the underlying models, including the formation of polynomial tails at large times, thus giving strong arguments to retain or reject them (Bassetti and Toscani, 2010, 2014; Matthes and Toscani, 2008).

With respect to the classical kinetic theory of rarefied gases, described by the Boltzmann equation (Boltzmann, 1995), where the equilibrium density is found to be a Gaussian (known as Maxwellian distribution (Bobylev, 1988; Cercignani, 1988;
Cercignani et al., 1994)), kinetic models of wealth distribution are restricted to a nonnegative wealth variable \( w \), and the corresponding equilibrium density, known as Pareto-type distribution (Pareto, 1964), is often represented by a curve that exhibits a polynomial decay at infinity. If in equilibrium the wealth in a multi-agent society is distributed according to a probability density \( f(w) \), the distribution function of wealth, say \( F(w) \) satisfies, for \( w \gg 1 \)

\[
1 - F(w) = \int_{w}^{+\infty} f(v) \, dv \cong w^{-p}, \quad p > 1.
\]

(1.1)

The value of the positive constant \( p \) is usually called the Pareto index.

The equilibrium density of type (1.1) makes evident both the unequal distribution of wealth in the society, and the existence of a (small) class of extremely rich people. Various studies of the real data of western economies allowed to conclude that the Pareto index is varying between 1.5 \&amp; 3 (data referred to the year 2000: USA \sim 1, 6, Japan \sim 1, 8 \&amp; 2, 2, Drăgușescu and Yakovenko (2000)). The main consequence is that typically less than the 10\% of the population possesses at least the 40\% of the total wealth of the country, and follows that law.

Kinetic models of wealth distribution are based on binary trades between agents (Pareschi and Toscani, 2013), and, as noticed in Düring et al. (2008, 2009); Matthes and Toscani (2008), the structure of the microscopic trade is responsible of the macroscopic behavior. These enlightening studies made possible to identify the types of microscopic interactions which lead to stationary distributions with power tails. A kinetic model for knowledge formation in a western society, still with a power tailed steady distribution has been introduced in Pareschi and Toscani (2014).

Next a kinetic model for conviction development was studied in Brugna and Toscani (2015). The common features of all these models is that the classes of very rich people, with very high culture and knowledge or a very high degree of conviction are very thin, even if they retain a large part of their respective traits.

In the rest of this note, we discuss in some details this kinetic modeling, and its possible range of application. In addition to the main known example, we will discuss how the basic principles of kinetic modeling can help to clarify the evolution of the size of a population in towns and cities, thus justifying the formation of Pareto tails in this case.

2 Learning from Kac’s caricature of a Boltzmann gas

Let us consider a rarefied gas with molecules that interact pairwise. In the one-dimensional situation, the most general binary interaction between particles which is linear in the entering velocities \((v, w)\) can be described by assigning the exchange rules

\[
v^* = p_1 v + q_1 w, \quad w^* = p_2 v + q_2 w; \quad p_i, q_i > 0, \quad i = 1, 2.
\]

(2.2)

In (2.2) \((p_i, q_i)\), for \(i = 1, 2\), are mixing parameters, and can be either fixed constants or random variables, depending on the problem under study. Interactions of type
(2.2) are very general, and include, when the mixing parameters are random, most of the known one-dimensional Boltzmann-type models of Maxwell type, including the famous Kac model (Kac, 1959). The mixing parameters in Kac model are given by

\[ p_1 = \cos \theta, \quad q_1 = -\sin \theta, \quad p_2 = -q_1, \quad q_2 = p_1. \]  

In (2.3) \( \theta \) is a random variable uniformly distributed on \((-\pi, \pi)\). Note that \( p_1^2 + q_1^2 = p_2^2 + q_2^2 = 1 \), which implies conservation of energy in any collision.

Let \( f(v,t) \) denote the density of particles with velocity \( v \) at time \( t > 0 \). Then, the time evolution of the density consequent to interactions of type (2.2) can be fruitfully written in weak form as

\[ \frac{d}{dt} \int f(v, t) \, dv = \int \left( \phi(v^*) + \phi(w^*) - \phi(v) - \phi(w) \right) f(v, t) f(w, t) \, dv \, dw. \]  

In (2.4) we denoted by \( \sigma \) a constant related to the collision frequency, and by \( \langle X \rangle \) the mean value of the random quantity \( X \). Note that equation (2.4) allows to compute the evolution in time of all observable quantities \( \phi \). Let the initial density \( f_0(v) \) satisfy the normalization conditions

\[ \int f_0(v) \, dv = 1, \quad \int v f_0(v) \, dv = 0, \quad \int v^2 f_0(v) \, dv = 1. \]  

In the case of Kac model, obtained by mixing parameters (2.3), evaluating the evolution of the solution density \( f(v, t) \) in correspondence to \( \phi(v) = 1, v, v^2 \) shows that the solution satisfies conditions (2.5) at any subsequent time \( t > 0 \). Also, the equilibrium density can be explicitly found. One can easily check that the equilibrium density (of mass one) is the Gaussian density (Maxwell-type distribution)

\[ M(v) = \frac{1}{\sqrt{2\pi}} e^{-v^2/2}. \]  

Indeed, the exchange rule (2.2) in Kac’s case is given by a plane rotation around the origin of the point \( P = (v, w) \) of an angle \( \theta \), to which it corresponds a Jacobian equal to one. Then, since \( M(v) M(w) = M(v^*) M(w^*) \), the identity

\[ \int (\phi(v^*) + \phi(w^*)) M(v) M(w) \, dv \, dw = \int (\phi(v) + \phi(w)) M(v^*) M(w^*) \, dv \, dw \]

gives the result. Note that this identity depends only of the expression of the mixing parameters (2.3), and consequently it is independent of the law of \( \theta \).

Consider now in Kac model, for a given constant \( \varepsilon \ll 1 \), the coupling of an increasing value \( \sigma_\varepsilon = \sigma/\varepsilon \) of the collision frequency with a shrinking of the uniform
distribution $\theta$, say $\theta_\varepsilon$, where $\theta_\varepsilon$ is uniformly distributed on $(-\sqrt{3}\varepsilon, \sqrt{3}\varepsilon)$. This gives $\langle \theta_\varepsilon \rangle = 0$, and $\langle \theta_\varepsilon^2 \rangle = \varepsilon$. Moreover $\langle \theta_\varepsilon^3 \rangle \approx \varepsilon^{3/2}$. Let $f_\varepsilon(v,t)$ denote the corresponding density solution of equation (2.4). Expanding in Taylor’s series the functions $\phi(v^*)$ and $\phi(w^*)$ it is a simple exercise to obtain that the weak form of Kac equation can be rewritten as

$$
\frac{d}{dt} \int_\mathbb{R} \phi(v)f_\varepsilon(v,t)\,dv = \sigma \int_\mathbb{R} \left( \frac{1}{2} \phi''(v) - v\phi'(v) \right) f_\varepsilon(v,t)\,dv + R_\varepsilon(t),
$$

where the remainder $R_\varepsilon(t)$ tends to zero as $t \to 0$ (cf. Toscani (1998) for details). Hence, in the limit $f_\varepsilon(v,t)$ converges to $h(v,t)$ solution of the weak form of the linear Fokker–Planck equation (Risken, 1996)

$$
\frac{\partial h}{\partial \tau} = \frac{\sigma}{2} \left( \frac{\partial^2 h}{\partial v^2} + \frac{\partial}{\partial v} (vh) \right). \quad (2.7)
$$

Since the stationary solution of Kac model is left unchanged by the scaling procedure, the Fokker–Planck equation (2.7) has the Gaussian density (2.6) as stationary solution. Of course this can be verified directly on the Fokker–Planck equation. Also, the same linear equation is obtained in the limit by substituting one of the two densities in (2.4) with a fixed background density $g(v)$ satisfying the normalization conditions (2.5). In fact, it can be easily checked that the linear Fokker–Planck equation obtained in the limit only depends on $g$ through its moments at the first two orders.

This procedure is well-known under the name of grazing collision limit (Villani, 2002). It corresponds to increase the collision frequency while at the same time the result of a single binary collision is close to leave the incoming velocities unaffected.

One of the main advantages of this procedure is that while maintaining the same equilibrium density, the limit equation is much easier to handle. In other words this asymptotic theory represents a good balance between the microscopic binary collision dynamics, easy to implement from a modeling point of view, and its macroscopic outcome provided by the equilibrium density. Indeed, while this equilibrium density is in general difficult to identify resorting to the bilinear kinetic model, the resulting Fokker–Planck equation always allows to recover explicitly its equilibrium density.

3 The case of wealth distribution

The basic model discussed in this section has been introduced in Cordier et al. (2005) within the framework of classical models of wealth distribution in economy, to understand the possible formation of heavy tails, as predicted by the economic analysis of the Italian economist Vilfredo Pareto (Pareto, 1964). This model belongs to a class of models in which the interacting agents are indistinguishable. In most of these models an agent’s state at any instant of time $t \geq 0$ is completely characterized by his current wealth $v \geq 0$ (Düring et al., 2008, 2009). When two agents encounter
in a trade, their pre-trade wealths \( v, w \) change into the post-trade wealths \( v^*, w^* \) according to the linear binary rule (2.2).

Similarly to Kac model, the mixing parameters \( p_i \) and \( q_i \) are non-negative random variables. The meaning of these parameters is linked to the economic setting one wants to describe. While \( q_1 \) denotes the fraction of the second agent’s wealth transferred to the first agent, the difference \( p_1 - q_2 \) is the relative gain (or loss) of wealth of the first agent due to market risks. It is usually assumed that \( p_i \) and \( q_i \) have fixed laws, which are independent of \( v \) and \( w \), and of time. This means that the amount of wealth an agent contributes to a trade is (on the average) proportional to the respective agent’s wealth.

In Cordier et al. (2005) the trade has been modeled to include the idea that wealth changes hands for a specific reason: one agent intends to invest his wealth in some asset, property etc in possession of his trade partner. Typically, such investments bear some risk, and either provide the buyer with some additional wealth, or lead to the loss of wealth in a non-deterministic way. An easy realization of this idea consists in coupling the saving propensity parameter (Chakraborti, 2002; Chakraborti and Chakrabarti, 2000) with some risky investment that yields an immediate gain or loss proportional to the current wealth of the investing agent

\[
v^* = (1 - \gamma + \eta_1) v + \eta_1 w, \quad w^* = (1 - \gamma + \eta_2) w + \gamma v,
\]

(3.8)

where \( 0 < \gamma < 1 \) is the parameter which identifies the saving propensity, namely the intuitive behavior which prevents the agent to put in a single trade the whole amount of his money. In this case

\[
p_i = 1 - \gamma + \eta_i, \quad q_i = \gamma \quad (i = 1, 2).
\]

The coefficients \( \eta_1, \eta_2 \) are random parameters, which are independent of \( v \) and \( w \), and distributed so that always \( v^*, w^* \geq 0 \), i.e \( \eta_1, \eta_2 \geq \gamma - 1 \). Unless these random variables are centered, i.e \( \langle \eta_1 \rangle = \langle \eta_2 \rangle = 0 \), it is immediately seen that the mean wealth is not preserved, but it increases or decreases exponentially (see the computations in Cordier et al. (2005)). For centered \( \eta_i \),

\[
\langle v^* + w^* \rangle = (1 + \langle \eta_1 \rangle) v + (1 + \langle \eta_2 \rangle) w = v + w,
\]

(3.9)

implying conservation of the average wealth. In this case, if the initial density \( f_0(v) \), \( v \in \mathbb{R}_+ \), satisfies the normalization conditions

\[
\int_{\mathbb{R}_+} f_0(v) \, dv = 1, \quad \int_{\mathbb{R}_+} vf_0(v) \, dv = 1,
\]

(3.10)

the same conditions are satisfied by the solution \( f(v, t) \) at any subsequent time \( t > 0 \).

Various specific choices for the \( \eta_i \) have been discussed in Matthes and Toscani (2008). The easiest one leading to interesting results is \( \eta_i = \pm r \), where each sign comes with probability \( 1/2 \). The factor \( r \in (0, \gamma) \) should be understood as the intrinsic risk of the market: it quantifies the fraction of wealth agents are willing to gamble on. Within this choice, one can display the various regimes for the steady
state of wealth in dependence of $\gamma$ and $r$, which follow from numerical evaluation. In the zone corresponding to low market risk, the wealth distribution shows again socialistic behavior with slim tails. Increasing the risk, one falls into capitalistic, where the wealth distribution displays the desired Pareto tail. A minimum of saving ($\gamma > 1/2$) is necessary for this passage; this is expected since if wealth is spent too quickly after earning, agents cannot accumulate enough to become rich. Inside the capitalistic zone, the Pareto index decreases from $+\infty$ at the border with socialist zone to unity. Finally, one can obtain a steady wealth distribution which is a Dirac delta located at zero. Both risk and saving propensity are so high that a marginal number of individuals manages to monopolize all of the society’s wealth. In the long-time limit, these few agents become infinitely rich, leaving all other agents truly pauper.

The analysis of Matthes and Toscani (2008) essentially shows that the microscopic interaction (3.8) considered in Cordier et al. (2005) is such that the kinetic equation (2.4) is able to describe all interesting behaviors of wealth distribution in a multi-agent society, thus producing various types of equilibria, which are heavily dependent on the details of the trades. This makes the situation completely different from the case described by Kac model, where the equilibrium density is uniquely identified.

This difference is mainly related to the conservation properties of the binary interactions. In Kac model, the mixing parameters $p_i$ and $q_i$, $i = 1, 2$ are such that there is pointwise conservation of energy. On the contrary, the mixing parameters of trade (3.8), as given by (3.9), only ensure conservation in the mean of wealth.

In analogy with Section 2, for a given constant $\epsilon \ll 1$, let us consider the coupling of an increasing value $\sigma_\epsilon = 1/\epsilon$ of the collision frequency with a shrinking of the quantities characterizing the trade (3.8), where $\gamma_\epsilon = \epsilon \gamma$, and, by assuming $\langle \eta_i^2 \rangle = \lambda$, for $i = 1, 2$, $\eta_i, \epsilon = \eta_i/\sqrt{\epsilon}$, $i = 1, 2$. Let $f_\epsilon(v,t)$ denote the corresponding density solution of equation (2.4). Then (cf. the details in Cordier et al. (2005); Pareschi and Toscani (2014)) one shows that in the limit $\epsilon \to 0$, $f_\epsilon(v,t)$ converges to $h(v,t)$, weak solution of the Fokker–Planck equation

$$\frac{\partial h}{\partial \tau} = \frac{\lambda}{2} \frac{\partial^2}{\partial v^2} (v^2 h) + \gamma v \frac{\partial}{\partial v} ((v-1)h).$$

(3.11)

It is immediately recognizable that equation (3.11) satisfies the normalization conditions (3.10), and that it has a unique stationary solution of unit mass, given by the $\Gamma$-like distribution (Bouchaud and Mézard, 2000; Cordier et al., 2005)

$$h_\infty(v) = \frac{(\mu - 1)^\mu}{\Gamma(\mu)} \exp\left(-\frac{\mu - 1}{v}\right),$$

(3.12)

where

$$\mu = 1 + 2\frac{\gamma}{\lambda} > 1.$$
Remark 1 The asymptotic procedure leading from the bilinear kinetic model of Boltzmann type to the Fokker–Planck description is clear. One considers a system of agents in which the frequency of trades is increasing, while the result of the trades is not varying in a significant way the value of the incoming wealths. In this regime, formation of tails prevails. In other words, formation of Pareto tails is in this picture consequence of the fact that the system exhibits a very large number of binary interactions, most of them of grazing nature (gain or loss in each of them is very low). In this regime, the details of the random variables $\eta_i$, $i = 1, 2$ are not important, and the equilibrium density only retains the mean value $\lambda$.

4 Distribution of knowledge exhibits tails

A Fokker–Planck equation similar to (3.11) appears when considering the formation of knowledge in a multi-agent society according to a microscopic kinetic model of Boltzmann type (Pareschi and Toscani, 2014).

This description of knowledge formation was introduced in Pareschi and Toscani (2014) with the aim of a better understanding of the possible effects of knowledge in wealth distribution. Indeed, different degrees of knowledge in a society are usually considered as responsible of wealth inequalities.

Let us briefly explain the main motivations about microscopic interactions which determine the individual knowledge, which can be described as a familiarity with someone or something unknown, which can include information, facts, descriptions, or skills acquired through experience or education. Knowledge is in part inherited from the parents, but the main factor that can enrich it is the environment in which the individual grows and lives (see Teevan and Birney (1965)). Indeed, the experiences that produce knowledge can not be fully inherited from the parents, such as the genome, but rather are acquired over a lifetime of several elements of the environment. The learning process is very complicated and produces different results for each individual in a population. Although all individuals are given the same opportunities, at the end of the cognitive process every individual appears to have a different level of knowledge. Also, the personal knowledge is the result of a selection, which leads to retain mostly the notions that the individuals consider important, and to discard the rest. As noticed in Pareschi and Toscani (2014), this aspect of the process of learning has been recently discussed in a convincing way by Eco (2011), one of the greatest philosophers and contemporary Italian writers. In his fascinating lecture, Eco outlines the importance of a drastic selection of the surrounding quantity of information, to maintain a certain degree of ingenuity.

Resorting once more to the legacy of kinetic theory, one assumes that, as the actual velocity of a gas particle is the result of a huge number of collisions, personal knowledge is the result of a huge number of microscopic variations. Each microscopic variation is interpreted as an interaction where a fraction of the knowledge of the individual is lost by virtue of his selection, while at the same time the external background (the surrounding environment) can move a certain amount of its
knowledge to the individual. If we quantify the nonnegative amount of knowledge of the individual with \( v \in \mathbb{R}^+ \), and with \( z \in \mathbb{R}^+ \) the knowledge achieved from the environment in a single interaction, the new amount of knowledge can be computed using the interaction
\[
v^* = (1 - P(v) + \eta) v + P_E(v) z.
\]
(4.13)

In (4.13) the functions \( P \) and \( P_E \) quantify, respectively, the amounts of selection and external learning, while \( \eta \) is a random parameter which takes into account the possible unpredictable modifications of the knowledge process. If one assumes that \( \langle \eta^2 \rangle = \lambda \), and that the average value of the distribution of knowledge in the environment is equal to \( M_E \), it is immediate to recognize that in the grazing limit procedure described in Sections 2 and 3, the prototype of the Fokker–Planck equation for the density \( k = k(v, \tau) \) of the agents which possess knowledge \( v \) at time \( \tau > 0 \) is given by
\[
\frac{\partial k}{\partial \tau} = \frac{\lambda}{2} \frac{\partial^2}{\partial v^2} (v^2 k) + \frac{\partial}{\partial v} (P(v)v - P_E(v)M_E)k).
\]
(4.14)

It is clear that in the simple case in which the personal amounts of selection and external knowledge are constant, so that \( P(v) = P \) and \( P_E(v) = P_E \), the stationary solution of equation (4.14) is explicitly computable and exhibits Pareto tails (cf. the equilibrium (3.12)). This is a nice way to say that the model is in agreement with the existence in the society of a (very small) class of genial people.

**Distribution of school knowledge.** Figure 4.1 shows the distribution of school knowledge in Italy, using data collected from the 2011 census. The plot is based on the data given in Table 4.1, which shows the number of citizens per type of school degree in the second column, and the (inverse) cumulated number of people for school degree in the fourth column. The first basic level of school knowledge includes every citizen who holds the middle school degree as highest degree, which corresponds nowadays to the Italian mandatory school. The second and third levels include people who got a high school degree and an undergraduate degree as highest degree, respectively. The fourth level includes the 1124802 Italians who got a “short” (less than 1 year of studies) post graduate degree. Finally, the last two levels give the number of citizens which hold either a “specialization” or PhD as highest school degree, which are respectively 634 503 and 159 455 citizens, a very small percentage of the whole Italian population.

Indeed, Figure 4.1 clearly shows that this empirical (inverse) cumulated distribution exhibits a tail.

## 5 The size of towns and cities

Among social phenomena that lead to tailed distributions, the size of the populations of towns and cities seems to follows a similar behavior. This interesting observation
The time scale of the evolution of population in towns is of many orders greater than the corresponding one used to analyze wealth distribution in a society. What we see in the present time is the end of a process which started many centuries ago, with a population which increased enormously from the beginning. However, the process which is behind the formation and the size of the modern towns can be reasonably modelled using the same microscopic rules adopted for the formation of knowledge.

Let us consider a simplified situation in the mean value of the population of a country does not vary in a sensible way over years, which corresponds to equate
the number of deaths with the number of births over a certain period of time, say \( N \) years. In this way we can essentially relate the size of cities to the phenomenon of migration. Then, if we denote by \( s_n > 0 \) the size of the population of a town in a certain year \( n \), the size of the population of the town at the year \( n + 1 \) will result from a balance between the negative variation of the population due to migration towards other towns, and the positive variation of the population due to immigration from the rest of the country. In addition, we assume that there is a random variation of the population, proportional to the population itself and of zero mean, which takes into account the modification of the size of the population due to unpredictable events. Following Gualandi and Toscani (2017), we will assume that the rate of emigration \( E(s_n) \) depends of the size of the city, and it is inversely proportional to the size itself

\[
E(s_n) = \frac{1 - \lambda + \lambda s_n}{1 + s_n},
\]

where \( 0 \leq \lambda \leq 1 \) can be both a constant value, or a random variable. Note that, in the case in which \( \lambda \) is a fixed constant, \( E(s_n) \) decreases when \( \lambda < 1/2 \), and increases when \( \lambda > 1/2 \). Thus, the case \( \lambda < 1/2 \) represents a society in which the rate of migration from a city is decreasing from the value \( 1 - \lambda \) when the size of the city increases, approaching a constant rate of migration \( \lambda \) as \( n \to \infty \).

If one introduces this simple and natural rate of change, and a constant immigration rate from the environment, the size of the population after one period of time varies according to

\[
s_{n+1} = (1 - E(s_n) + \mu)s_n + I_E z.
\]

In (5.16), the variable \( z \in \mathbb{R}_+ \) indicates the amount of population that can be achieved from the rest of the country in the period of time, which one can assume to be distributed according to a certain distribution \( \delta(z) \), with finite mean \( M_E \). Last, the random variable \( \mu \) such that \( \langle \mu \rangle = 0 \) and \( \langle \mu^2 \rangle = \alpha \) measures the random unknown variations of the population. This is a very important parameter, which takes into account for example natural events which can force the population to move away, or the foundation of new factories, that can attract a number of people looking for a job. The grazing limit procedure described in Sections 2, 3 and 4, allows to describe the evolution of the size density \( p(s, \tau) \) of towns with size \( s \) at time \( \tau > 0 \) in terms of the Fokker–Planck equation

\[
\frac{\partial p}{\partial \tau} = \frac{\alpha}{2} \frac{\partial^2}{\partial s^2} (s^2 p) + \frac{\partial}{\partial s} \left((E(s)s - I_E M_E)p\right).
\]

If \( E(s) \) is given by (5.15), the equilibrium solution of the Fokker–Planck equation (5.17) is given by the solution to the differential equation

\[
\frac{\alpha}{2} \frac{\partial}{\partial s} (s^2 p(s)) + \left(\frac{1 - \lambda + \lambda s}{1 + s} - I_E M_E\right) p(s) = 0.
\]
Solving (5.18) with respect to the unknown function \( s^2 p(s) \) shows that the equilibrium is a probability density of the form

\[
p_{\infty}(s) = \frac{\kappa}{s^2} \left( \frac{(1+s)^{1-2\lambda}}{s^{1-\lambda}} \right)^{2/\sigma} \exp \left( -\frac{2IE_{ME}}{\sigma s} \right), \tag{5.19}\]

The equilibrium distribution (5.19) has a polynomial rate of decay at infinity given by

\[1 + \gamma = 2 \left( 1 + \frac{\lambda}{\sigma} \right), \tag{5.20}\]

which is related to the both the parameters \( \lambda \) and \( \sigma \) denoting respectively the asymptotic value of the rate of migration and the variance of the random migration. Hence, the expected rank \( R(v) \) for large values of \( v \) in this situation is

\[
R(s) = \int_{s}^{+\infty} p(s') ds' \cong s^{-\gamma} = s^{1-2\lambda/\sigma}, \tag{5.21}\]

The value \( \gamma = 1 \) (Zipf’s law) is obtained only for \( \lambda = 0 \), namely in presence of almost no emigration from cities of extremely large size. Among others, as the data that follows clearly show, this behavior seems to be typical of the population of India. The size of population in towns of various countries clearly indicate the presence of tailed distributions. Figure 5.2 shows the cumulative empirical Pareto distributions in log-log scale of six different countries. For each country the distribution of population size of the largest towns has been collected from the latest official census\(^1\). We have fitted the data of each country by the method presented in Clauset et al. (2009), using the R implementation therein recommended\(^2\).

### 6 Conclusions

In analogy with some classical argument of kinetic theory, originally developed to establish rigorous relationships between collisional Boltzmann-type and Fokker–Planck type equations in the limit of grazing collisions (Villani, 2002), we introduced and discussed various social and economic phenomena which are characterized by equilibria exhibiting power law tails. In most of these applications, this procedure allows to understand the socio-economic reasons behind the formation of power laws, by relating this phenomenon to few understandable rules characterizing the microscopic interactions. In particular, on the basis of the recent analysis presented in Gualandi and Toscani (2017), a possible microscopic interaction which produces Zipf’s law in the distribution of the size of cities is presented. At difference with the motivations introduced by Gabaix (Gabaix, 1999) to justify this power law behavior,

---

\(^1\) Data collected from https://citypopulation.de/. Only for Italy, data have been collected from the Italian National Institute of Statistics (ISTAT) at http://www.istat.it

\(^2\) R package for fitting power law distributions: http://tuvalu.santafe.edu/~aaronc/powerlaws/
recently criticized in Bee et al. (2013), the equilibrium distribution found by kinetic arguments seems to cover in a satisfactory way the distribution of all the sizes of the cities (Gualandi and Toscani, 2017).
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