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1. Introduction

From a theoretical standpoint, Friedman (1968) argued that in the long-run there is no connection between inflation and the state of demand. In so far as there is consensus on these matters amongst economists, this is it. However, the ‘long run’ is a theoretical concept, and economic theory offers no guidance as to how long the long run might be in practice (though see Atkinson (1969) for a fascinating analysis).

At any point in time, however, it is usually postulated that there is a connection between the rate of inflation and the level of demand in the economy. The stronger is demand, the higher the rate of inflation is likely to be. Yet discovering such a relationship in practice has proved fraught with difficulties.

For example, there is no consensus as to the variable or variables which should be used empirically to express the level of demand. Unemployment is frequently used, and was indeed chosen for the seminal article on the Phillips curve attempting to describe the relationship between inflation and the level of demand in pre-First World War Britain (Phillips, 1958). But even then, different researchers may estimate different functional forms for any particular empirical relationship.

Much more importantly, such relationships are well known not to be time invariant. In other words, a reasonable relationship may be discovered to hold in a given economy over some particular period. However, at some (unknown) point in the future, it will break down. This paper investigates whether it is possible to identify points of breakdown and whether it makes sense to talk about a distinction between short run and long run behaviour of the economy in this context.

The flattening of the Phillips curve in recent decades has been acknowledged globally. The International Monetary Fund (IMF) reports that in many countries across the world, inflation is less sensitive to business cycles in the 1990s than before (IMF, 2006). Various aspects of the instability in
the relationship between inflation and output have been highlighted in the postwar era. In the case of the US, Atkeson and Ohanian (2001) show that between 1970 and 1999, there is no meaningful relationship between inflation and unemployment. In another study, Roberts (2006) reports a near halving of the slope of the US Phillips curve between 1960-1983 and 1984-2002. Furthermore, King, Stock and Watson (1995) find that only upon introducing time-variance into the model does there appear to be any clear negative relationship between inflation and unemployment in the US during the post-Second World War era. It has also been suggested that the same negative slope of the Phillips curve has shifted over time (King and Watson, 1994). These findings indicate that instability potentially lies in both the slope and level of the Phillips curve.

Stability assessments, including structural break and recursive estimation tests for the Phillips curve in Germany and the euro area, indicate that substantial parameter instability is present in the early 1980s and also around the time of reunification (Barkbu et al., 2005). The authors find that the Phillips curve is relatively more unstable in Germany, compared to the US. It is suggested that the reunification in Germany increased the instability of inflation-unemployment relationship in the euro area in the early 1990s. The flattening of the Phillips curve over recent decades in the UK has also been documented (Iakova, 2007).

Reasons for this instability that have been suggested are not always independent of each other, but generally relate to some form of structural change in the economy. For example, greater labour market competition may reduce the cyclical sensitivity of profit margins. Businesses are more limited in their ability to raise their prices in response to increased demand (Batini, Jackson and Nickell, 2005).

It has also been suggested that production costs have become less sensitive to the business cycle. In the case of developed western economies, there has been an increasing trend in businesses transferring some of their activities to countries such as China and India. This has made workers less inclined to push for higher wages as unemployment rates fall. Therefore the impact of economic activity on marginal cost of labour may have changed in the modern era. The ability of firms to hire
workers from Accession countries of Eastern Europe and the increased flow of immigration from such countries is also likely to have had similar effects (Bean, 2006).

The famous “Lucas Critique”, originating from a paper by Robert Lucas in 1976, is also relevant when considering the instability of parameters in economic models. The “Lucas Critique” concerns the behaviour of the policymaker influencing the economic agents’ behaviour. Consider a change in monetary regime from an inflation-targeting regime to an alternative one, where the central bank attempts to permanently climb the Phillips curve (by trading off higher inflation for lower unemployment). The change in behaviour of the central bank would, at some point, influence the behaviour of economic agents. For example, firms would foresee higher inflation in the future and make new decisions over employment levels. Thus the policy change would likely alter the estimated parameters of the Phillips curve.

Although the empirical support for the “Lucas Critique” is rather mixed, researchers have pointed towards monetary policy regime changes as having an impact on the Phillips curve. It is considered that credible monetary policy has improved the ability of central banks to anchor inflation expectations, thus dampening the impact of real economic activity on inflation and flattening the Phillips curve (Mishkin, 2007).

There have been numerous country-specific structural changes in the modern economy which have potentially altered the relationship between inflation and real economic activity. In Germany, the reunification and adoption of the Euro currency are two relatively recent structural changes to have occurred. In the US, the Federal Reserve became more aggressive in the fight against high inflation following the economic distress of the 1970s. In the UK, the independence of the Bank of England is thought to have made monetary policy more credible.

All of these propositions are essentially post hoc justifications for changes in a relationship which has its roots in an empirical association of economic aggregates. An important implication of the literature on empirical Phillips curves is that there is no settled view as to how and why they break down, with many reasons being put forward, both of a general and a country-specific nature. But break down they undoubtedly do.
The instability of the Phillips curve is, as the examples above illustrate, a well-known feature of the literature. But the belief persists that a stable relationship which can be used for policy purposes can be discovered. Despite the overwhelming evidence of the instability of the relationship, researchers still continue to try to discover a stable one, using perhaps a data set which is slightly different to one used before, a slightly different relationship, a slightly different econometric approach, or whatever.

Further, and importantly, the idea that a relationship exists, albeit in a subtle and sophisticated way, is deeply embedded in the DSGE models which gained such prominence in policy analysis. Woodford (2009), for example, in an influential assessment of the state of academic macroeconomics, argues that in the context of the trade-off between inflation and real activity: ‘it should be quite possible, given sufficiently accurate real-time data, to design feedback rules for policy that achieves a greater degree of stabilization than less “activist” policies. As shown by John B Taylor (1979) and a large subsequent literature, optimal control techniques can be used to design ideal stabilization policies given such a model’ (p.272).

In this paper, we consider a data set which spans well over one hundred years using annual data in three major economies, the United States, the United Kingdom and Germany over the period 1871 – 2009. We apply the technique of fuzzy clustering to these data sets. The results from this technique indicate that the instability of the Phillips curve is inherent in the data, and no amount of refinement of functional form or econometric technique will overcome this problem, at least in the current state of scientific knowledge on these matters.

There are two reasons for the inherent instability of empirical Phillips curves. First, these major capitalist economies each operate at any point in time in one of three distinct regimes in inflation/unemployment rate space. The probability of remaining at time (t+1) in the regime which obtains at time t is high, but there is a probability of switching to a different regime. We obtain empirical estimates of the transition probability matrices. In other words, there can be abrupt transitions, which exhibit themselves as dramatic shifts in the Phillips curve.
Fuzzy clustering has the important attribute of expressing the strength of association of any given observation with a particular regime rather than creating a simple classification. This brings us to the second reason for the instability of the Phillips curves. Not only do economies move from one regime to another, but the observations within any given regime have different degrees of membership of it. An observation is allocated to a particular regime because its attributes, on which the clustering is carried out, have more in common with those observations in this regime than in other regimes. However, the degree to which this is the case varies, from being only marginally closer to one group than to another, to being unequivocally in one group to the exclusion of others. The degrees of memberships of inflation/unemployment regimes constantly fluctuate over time within any given regime.

The economic implications of the results described here are that there are occasional major shocks/changes in economic behaviour which move economies from one inflation/unemployment regime to another. And importantly, in addition, there is a continuous sequence of small shocks which change the degree to which observations can be characterised as belonging to the same regime.

Section 2 describes the data, section 3 the technique of fuzzy clustering, and section 4 sets out the results.

2. Data

The main sources for the historical data are Maddison (1995) and Mitchell (1978). United States pre-Second World War unemployment data is taken from Romer (1986) and Coen (1973). Data since 1994 is available in the IMF database.

A striking feature of the data over the 1871-2009 period is the similarity of the distributions in inflation rates between the three countries, where inflation is defined as the percentage change in the consumer price index. There is of course the quite exceptional period in Germany in the early 1920s, culminating in the hyperinflation of 1924. We exclude these years from the analysis.
anticipate, we identify three regimes in inflation/unemployment space in each country, so strictly speaking we identify four regimes, with the massive German inflation 1920-24 constituting a separate regime.

Table 1 sets out the summary statistics for inflation 1871-2009 in the three countries (excluding 1920-1924 for Germany, a point we do not repeat below)

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>1st quartile</th>
<th>median</th>
<th>mean</th>
<th>3rd quartile</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>US</td>
<td>-10.5</td>
<td>0</td>
<td>1.7</td>
<td>2.1</td>
<td>3.6</td>
<td>18</td>
</tr>
<tr>
<td>UK</td>
<td>-15</td>
<td>0.1</td>
<td>2.0</td>
<td>3.1</td>
<td>4.9</td>
<td>22.5</td>
</tr>
<tr>
<td>Germany</td>
<td>-11</td>
<td>0.6</td>
<td>1.9</td>
<td>3.0</td>
<td>3.5</td>
<td>49</td>
</tr>
</tbody>
</table>

The similarity evident in Table 1 is confirmed on a formal test. The null hypothesis that the US and UK distributions are the same is only rejected on a Kolmogorov-Smirnov test at a p-value of 0.509. The p-values for the rejection of the null hypotheses that the US and Germany and the UK and Germany are the same are 0.169 and 0.423 respectively.

Purely for interest, Figure 1 below shows the simple Phillips curves obtained by regressing inflation on unemployment in each of the three countries over the entire data set. However, we stress that these are for interest only and our conclusions do not rely in any way on them.
The slopes of the regressions are very similar in each case, being -0.315 with standard error 0.104 for the US, -0.509 and 0.127 for the UK and -0.503 and 0.180 for Germany.

Returning to the data in Table 1, the ‘fat tail’ nature of the data is evident. The ratio of the mean to the median ranges between 1.24 and 1.58 compared to the theoretical value of 1, and is far in excess of any empirical ratio which is obtained from a random normally distributed variable with the same sample length. The null hypothesis that the data are distributed normally is rejected for each country on a Kolmogorov-Smirnov test at a p-value of 0.000.

3. Methodology

Clustering is a standard technique which is used widely across a range of disciplines. It examines the attributes of each particular observation in a data set, and groups together those observations with similar attributes. In this case, each year has a rate of inflation and a rate of unemployment associated with it. These are the primary requirements.

At one extreme, if the attributes were very similar across all observations, the data would be grouped into a single cluster. At the other, if each observation (year) had very different attributes, there would be as many clusters as there are observations.
Neither of these extremes would be of much use. In practice, we would like to find a small number of distinct clusters in the data. Within each cluster, the attributes of each observation have more in common with each other than they do with other observations, and there is a clear distinction between each of the clusters.

Classical clustering groups each observation, on the basis of its attributes, unequivocally into one or other of the clusters. We overlay classical clustering techniques with fuzzy logic and use fuzzy clustering.

Fuzzy clustering assigns each observation to some degree to each of the clusters. In the jargon, each observation has a membership of each cluster. Membership is calculated as a proportion, so the sum of the memberships of each observation is 1. An observation which is very typical of a particular cluster will have a membership of that cluster of close to 1, and close to zero for the other clusters. On the other hand, an observation which is a more marginal member will have a similar membership value for two (or very occasionally more) clusters. It will be allocated to the cluster for which its membership is highest, but it has attributes which place it on the margin between clusters.

Fuzzy clustering therefore contains more information in its output than classical clustering. The concept of membership and how this might evolve in future is a key part of the calculations of the potential range of inflation.

More specifically, we start with a data set $X$ consisting of $n$ observations, where each observation is a vector in a $d$-dimensional space. The aim of clustering is to divide the data into $c$ clusters, where $c$ can be between 2 and $n$. The divisions should be such that within the clusters the data have similar characteristics and the average difference between cluster characteristics is maximised.

The attributability of observation $x_j$ to cluster $k$ is $u_{kj}$. With classical clustering $u_{kj}$ can only take the value 0 or 1, but with fuzzy clustering it can take any value between 0 and 1.
Classical clustering,

\[ u_{kj} \in \{0,1\} \quad (1) \]

Fuzzy clustering,

\[ u_{kj} \in [0,1] \quad (2) \]

However for each type of clustering we still have the condition:

\[ \sum_j u_{kj} > 0 \quad \sum_k u_{kj} = 1 \quad (3) \& (4) \]

The objective function, whose size is to be minimised for an optimal solution is:

\[ J_m(U, v) = \sum_{j=1}^{n} \sum_{k=1}^{c} (u_{kj})^m \| x_j - v_k \|^2 \quad 1 \leq m < \infty \quad (5) \]

In this equation we have \( U \), the matrix of memberships and \( v_k \), the centre of cluster \( k \). The variable \( m \) determines the type of clustering that is done. When \( m = 1 \) and \( u_{kj} \in \{0, 1\} \) the minimisation of (5) is what is known as ordinary k-means. When \( m \) takes a value greater than 1 and \( u_{kj} \in [0, 1] \) we have fuzzy clustering. In this case the values of \( u_{kj} \) and \( v_k \) that minimise (5) are:
\[
\hat{u}_{kj} = \left( \sum_{g=1}^{c} \left( \frac{\| x_j - \hat{d}_k \|}{\| x_j - \hat{d}_g \|} \right)^{2(m-1)} \right)^{-1} \quad \forall j, k \tag{6}
\]

\[
\hat{d}_k = \frac{\sum_{j=1}^{n} (\hat{u}_{kj})^m x_j}{\sum_{j=1}^{n} (\hat{u}_{kj})^m} \quad \forall k \tag{7}
\]

As the centres of the clusters are not known before the clustering process, the memberships cannot be calculated directly, and an iterative process has to be used. The optimal \( u_{kj} \) can be found by repeating the following process

(i) \( m \) and cluster number \( c \) are assumed, and a norm in equation (5) is defined appropriately (for our purposes, the standard Euclidean norm). In addition, an initial value \( U^{(0)} \in M_{fc} \) is set for \( U \) (where \( M_{fc} \) is the space satisfying the above conditions (2), (3) and (4)). The value can be taken at random.

(ii) The cluster centre \( v_k^{(0)} \) is calculated using \( U^{(0)} \) and equation (7)

(iii) \( U^{(1)} \) is calculated using \( v_k^{(0)} \) and equation (6)

(iv) Defining an appropriate norm and threshold value \( \varepsilon \), the preceding steps are repeated until

\[
\| U^{(p)} - U^{(p-1)} \| \leq \varepsilon
\]

When the inequality in step (iv) is satisfied, we are left with the \( c \) optimal cluster centres, \( v_k^{(p)} \), whose memberships \( U^{(p)} \) are given by equation (6).

There is no absolutely unequivocal way of determining the optimal number of clusters in any given data set. However, a formal tool which is widely used to calculate this is the Dunn coefficient (Kaufman and Rousseeuw, 1990). The coefficient is calculated with the data grouped into a single
cluster, into two clusters, and so on up to N clusters. The cluster number which maximises the value of this coefficient is a reliable number of clusters to choose.

Dunn’s coefficient is a measure of how well \( n \) observations are classified into \( c \) clusters by a clustering algorithm:

\[
D = \frac{1}{n} \sum_{j=1}^{n} \sum_{k=1}^{c} \Phi_{kj}^2
\]

Where \( \Phi_{kj} \) is a measure of the distance of observation \( j \) from the centre of cluster \( k \), normalised so that \( \sum_{k=1}^{c} \Phi_{kj} = 1 \).

If an object is equidistant from all cluster centres \( \Phi_{kj} = 1/c \ \forall \ k \), and the theoretical minimum value of \( D \) (although it is difficult to see how this would happen in practice) is \( D_{\text{min}} = \frac{1}{n} nc \frac{1}{c^2} = \frac{1}{c} \).

Therefore the range of \( D \), \( 1/c < D < 1 \), is dependent on \( c \), so in order to compare the Dunn’s coefficient of clusterings using different \( c \), it is necessary to use the standardised Dunn’s coefficient:

\[
\tilde{D} = \frac{D - \frac{1}{c}}{1 - \frac{1}{c}}.
\]

A certain amount of judgment may still be involved in the case where two or even three cluster numbers have similar values for the coefficient, but the Dunn coefficient offers a helpful guide to the number of clusters to choose.

We estimate the possible numbers of clusters in each country by performing 100 separate clusterings and calculations of the Dunn calculation. Table 2 sets out the number of times for each country that the optimal number of clusters on this basis was 2, 3 or 4 or more. For the case of the UK, 3 clusters were found to be optimal in each of the 100 iterations of the test. The results suggest that 3 clusters is an acceptable number of clusters for analysis in each of the 3 countries. The mean reported Dunn coefficient from the 100 iterations is also similar across the countries, indicating that all the countries fitted approximately equally well into 3 clusters.
There is an important economic implication of the fact that the data segments naturally into three distinct regimes. If the data could be represented by a single cluster, the implication would be that the data we observe – a sample as it were of the population of possible data in inflation/unemployment space in advanced capitalist economies – was drawn from the same population. It would then be theoretically possible to obtain a stable Phillips curve. But this is definitely not the case. The data over time in each of the three economies is drawn from different populations.

4. Results

For each country, we carried out 500 separate calculations of the fuzzy clustering algorithm, and report the averages across the 500 solutions. We first describe the values of inflation and unemployment at the centre of each cluster. The fuzzy clustering algorithm, once the number of clusters is decided, allocates each observation a degree of membership of each of the clusters. As noted above, the degree for any particular cluster can be between 0 and 1 (or 0 and 100 per cent), and the sum of the degrees across the clusters for any given observation is 1 (100 per cent). Each observation is allocated to the cluster for which its degree of membership is highest. For the most part, the degree to which it is in this cluster is high compared to its degrees of membership of the other clusters, but there are some observations which lie on the borderline between two clusters. The cluster centres are the values of the attributes, in this case inflation and unemployment, of a hypothetical observation whose degree of membership of that cluster is 1.
We then go on to present information on the degrees of membership of the clusters for the observations on a time series basis.

4.1 **US Cluster Analysis**

Averaged over 500 separate solutions of the fuzzy cluster algorithm, the values of inflation and unemployment at the centre of each cluster can be calculated and are shown below in Table 3.

<table>
<thead>
<tr>
<th>Cluster Description</th>
<th>Inflation</th>
<th>Unemployment</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steady</td>
<td>0.9</td>
<td>5.1</td>
<td>85</td>
</tr>
<tr>
<td>Weak</td>
<td>-1.7</td>
<td>14.2</td>
<td>17</td>
</tr>
<tr>
<td>Disruption</td>
<td>6.7</td>
<td>5.8</td>
<td>37</td>
</tr>
</tbody>
</table>

The first cluster has low inflation and low unemployment. Of the 139 years in the data set, 85 are allocated to this cluster. The majority of the last 15 years have fallen into this category. For purposes of description, we call this cluster ‘steady’.

The second cluster is characterised by low inflation/deflation and high unemployment. This cluster is the least common, and figures the most heavily around the time of the Great Depression. We have labelled it ‘weak’.

The final cluster shows moderate to high inflation and moderate unemployment. More than one quarter of the data belong to this cluster and it has been labelled ‘disruption’. Years with high membership of the cluster are the war years and the years around the oil price hikes in the 1970s.
Figure 2 below draws on the fact that fuzzy clustering allocates any given observation a degree of membership of each cluster, in contrast to classical clustering which allocates it unequivocally to one or the other cluster. Figure 2 shows the degree of membership of each of the clusters for each annual observation in the US 1871-2009.

**Figure 2:** Fuzzy cluster membership of each year in the US 1871-2009 of the three clusters, ‘steady’, ‘weak’ and ‘disruption’.

If we assign any particular year to one of the clusters on the basis of the cluster whose degree of membership is highest in that year, we can calculate the transition probabilities from year to year. In
other words, if an economy is in cluster $i$ in year $t$, we can calculate the probabilities of it remaining in cluster $i$ in year $t+1$, and of it moving to either cluster $j$ or cluster $k$. Table 4 sets this out.

### Table 4  
**Probability of transition from one cluster to another, US 1871-2009**

<table>
<thead>
<tr>
<th>Cluster</th>
<th>US</th>
<th>T1</th>
<th>T2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steady</td>
<td>T1</td>
<td>Steady</td>
<td>0.87</td>
</tr>
<tr>
<td>Weak</td>
<td>T1</td>
<td>Weak</td>
<td>0.12</td>
</tr>
<tr>
<td>Disruption</td>
<td>T1</td>
<td>Disruption</td>
<td>0.24</td>
</tr>
</tbody>
</table>

The diagonal values of the matrix therefore represent the probabilities of economy persisting in the three clusters for subsequent time periods. It is clear that the degree of persistence is high, although the ‘disruption’ cluster is the least so.

There is a greater chance of switching from a ‘steady’ to a ‘disruption’ cluster, than to a ‘weak’ cluster. A ‘steady’ year is much more likely following a year of ‘disruption’ than a move towards a ‘weak’ cluster. A probability of 0.24 is given for returning to a stable economy following a year of ‘disruption’.

### 2  
**UK Cluster Analysis**

The cluster centres are qualitatively similar to those of the US

### Table 5  
**Values for UK inflation and unemployment rates at cluster centres, averaged across 500 separate solutions of the fuzzy clustering algorithm.**

<table>
<thead>
<tr>
<th>Cluster Description</th>
<th>Inflation</th>
<th>Unemployment</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steady</td>
<td>2.1</td>
<td>3.0</td>
<td>70</td>
</tr>
<tr>
<td>Weak</td>
<td>0.3</td>
<td>8.9</td>
<td>51</td>
</tr>
</tbody>
</table>
The first is the ‘steady’ cluster with reasonably low levels of inflation and unemployment. The majority of observations fall into this cluster. The second is the ‘weak’ cluster and has high unemployment and low inflation. This is similar to the US ‘weak’ cluster, although in the UK this accounts for more than a third of total memberships. The final cluster is characterised by high inflation and moderate unemployment and is thus labelled ‘disruption’. This cluster is apparent during the First and Second World Wars as well as the 1970s oil crisis.

Whereas most of the past 15 years have fallen into the ‘steady’ category, there has recently been a noticeable shift towards the ‘weak’ cluster.
Figure 3: Fuzzy cluster membership of each year in the UK 1871-2009 of the three clusters, ‘steady’, ‘weak’ and ‘disruption’.

The transition matrix reveals a similarly high degree of persistence of states as with the US. The ‘weak’ and ‘steady’ clusters are the most persistent.

Table 6 Probability of transition from one cluster to another, UK 1871-2009

<table>
<thead>
<tr>
<th>Transition Matrix</th>
<th>UK</th>
<th>T2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cluster</td>
<td>Steady</td>
</tr>
<tr>
<td>T1</td>
<td>Steady</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>Weak</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>Disruption</td>
<td>0.17</td>
</tr>
</tbody>
</table>

4.3 Germany Cluster Analysis

The details of the cluster centres are displayed in the table below.

Table 7 Values for German inflation and unemployment rates at cluster centres, averaged across 500 separate solutions of the fuzzy clustering algorithm

<table>
<thead>
<tr>
<th>Cluster Description</th>
<th>Inflation</th>
<th>Unemployment</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steady</td>
<td>2.1</td>
<td>2.2</td>
<td>75</td>
</tr>
<tr>
<td>Weak</td>
<td>1.5</td>
<td>7.6</td>
<td>54</td>
</tr>
<tr>
<td>Disruption</td>
<td>31.1</td>
<td>2.6</td>
<td>10</td>
</tr>
</tbody>
</table>
The clusters are again not dissimilar to those identified in the US and UK, with steady, weak and disruption economic clusters identified.

The dominant cluster, with 75 members, is labelled ‘steady’, with stable economic characteristics of moderate to low unemployment and inflation.

The ‘weak’ cluster is fairly sizeable with 54 of the 139 years being associated with this cluster. It is labelled as ‘weak’ due to its high level of unemployment. Inflation remains low in this regime.

The final cluster is categorised by very high inflation and generally low unemployment. This ‘disruption’ cluster is fairly small, with only 10 members. It is associated most with the post-First World War to mid 1920s hyperinflation.
The transition matrix reveals that the degree of persistence of economic regimes in Germany is higher than in the US and UK. However, in common with the other countries, transition from ‘weak’ or ‘disruption’ clusters are more likely to be towards the ‘steady’ cluster.

Table 8  Probability of transition from one cluster to another, Germany 1871-2009

<table>
<thead>
<tr>
<th>Transition Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>GER</td>
</tr>
<tr>
<td>T2</td>
</tr>
<tr>
<td>Cluster</td>
</tr>
<tr>
<td>Steady</td>
</tr>
<tr>
<td>Weak</td>
</tr>
<tr>
<td>Disruption</td>
</tr>
</tbody>
</table>

5. Discussion

The countries have generally been in similar regimes throughout the sample. Although the nature and precise timings of the structural changes may differ from country to country, the results indicate that many of the structural changes were common to all. Table 7 sets out the results. We measure the probability of different numbers of countries all being in the same cluster in any given year.

Table 7  Probabilites of the three countries being in the same or in different regimes in any given year

<table>
<thead>
<tr>
<th>Commonality</th>
<th>Probability</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 countries in same cluster</td>
<td>0.06</td>
<td>0.22</td>
</tr>
<tr>
<td>2 countries in same cluster</td>
<td>0.57</td>
<td>0.67</td>
</tr>
<tr>
<td>3 countries in same cluster</td>
<td>0.37</td>
<td>0.11</td>
</tr>
</tbody>
</table>
We compare the empirical probabilities with those of a purely random process of allocating cluster membership. Assuming a purely random assignment, each country has a one in three chance in being in a particular cluster in a given year. Therefore, the probability that each country is in, say, the steady cluster is \((1/3)^3\). There are three different outcomes: all countries could be in either a Steady, Weak, or Disruption cluster, hence \((1/3)^3\) is multiplied by three: \(3 \times (1/3)^3 = 0.11\) Conversely, if no countries are in the same cluster in a given year, then we have \(6 \times (1/3)^3 = 0.22\) The probability that two countries are in the same cluster in a given year is the only other possible situation, therefore giving: \(1 - 0.11 - 0.22 = 0.67\).

The cluster analysis memberships permit calculation of the likelihood of no countries being in the same cluster in any given year. This is found to be very small, with there being only a 6 per cent chance of this happening. Compared to a 22 per cent chance under randomly switching clusters, this suggests a degree of synchronisation between the economic conditions in the different countries. In addition, it is found that the most common number of countries being in the same cluster in any given year is two, with the probability of this happening at 57 per cent. In 37 per cent of the sample all three countries were in the same cluster. So for 94 per cent of the time at least two out of the three countries shared a common regime.

The results above show two key things. First, economies move from one cluster in inflation/unemployment space to another. Second, there is a considerable degree of common experience in the cluster membership of these three major capitalist economies over time. The implication here is that there are shocks whose impact is sufficiently large as to shift the Phillips curve dramatically. We illustrate this in Figure 6 below.
It is apparent from Figure 6 that there are several commonalities.

In all three economies in the period prior to World War One, the cluster we have designated as ‘steady’ predominates, and is characterized by both low inflation and low average unemployment. The three economies were all in the same cluster for 28 of the years, and there is also a commonality in their experiences when they are allocated to the ‘weak’ cluster instead during this period.

In terms of classifying the years into one or other of the clusters, over the 1871-1914 period, out of the total of 44 observations, for the US 37 are in the ‘steady’ cluster, the main exceptions being the years from 1893 during the substantial recession experienced at that time. The recession led to a sharp rise in unemployment, but the reduction in inflation was nowhere near as marked. For Germany, 38 out of the 44 observations are in the ‘steady’ cluster, a main exception here being years in the mid-1880s when, as in the US in the 1890s, unemployment rose sharply without large
reductions in inflation. fell sharply despite. The experience of the UK is very similar, with 31 of the years being in the ‘steady’ regime, and the rest being characterized by high unemployment without marked falls in inflation.

The First World War created much ‘disruption’ for all three economies, with substantial levels of inflation being recorded. The inter-war years are the least co-ordinated period of the entire 1871-2009 sample, especially during the 1920s in the aftermath of the major shock of the war and the disorganised manner in which the economies emerged from it, the UK for example recording by far its largest single year fall in GDP in 1919. International co-operation was low throughout most of this period, with trade barriers and beggar-my-neighbour policies being actively promoted.

So in the 1920s, for example, the three economies were all in the same cluster only in 1920 (disruption) and 1929 (weak). After the initial disruption, the UK remained throughout the inter-war period in the ‘weak’ cluster, in other words experiencing low inflation and high unemployment. In contrast, the US in the 1920s enjoyed favourable economic conditions, with strong output growth, low unemployment and low inflation. The Great Depression was much more severe than in the UK, where the falls in output were comparable to those recently experienced in 2008/2009. This massive shock switched the US to the ‘weak’ cluster. Germany of course experienced both the hyper inflation of the early 1920s and an output loss in the 1930s similar to that in America. The latter shocked the economy into the ‘weak’ cluster for much of the 1930s.

The Second World War saw an increase in the average degree of membership of the disruption cluster, but nowhere near as marked as in the First World War. However, the period from the early 1950s to the late 1960s was marked by the dominance of the ‘steady’ cluster in all three economies, all of them being in this cluster in every year between 1955 and 1967.

The breakdown first took place in America, with the disruption cluster membership rising sharply from 1968 onwards. Conventional wisdom is that it was the massive rise in commodity prices during the early 1970s culminating in the four-fold rise in the oil price 1973/74 which was the major dislocator of the ‘Golden Era’ of steady growth, low unemployment and low inflation of the 1950s and 1960s. Cluster analysis suggests, however, that the impact of Vietnam and the loose monetary
policy in place to pay for the war led to America experiencing a considerable shock in terms of its inflation/unemployment experience in the late 1960s. It was not until the oil shocks themselves that the UK was shifted into the disruption cluster. In marked contrast, Germany remained in the steady cluster throughout the 1970s. The oil price rise represented, at least in the short term, a shift in real income from the West to the OPEC economies, and the German labour force recognised much more clearly than any other that this implied falls in real wages. So the inflationary shock in Germany was contained. In the UK, there was very strong resistance to real wage cuts, setting up a rapid wage-price spiral in which inflation rapidly exceeded 20 per cent and was only halted through large rises in unemployment.

America remained in the disruption cluster throughout the 1980s, taking a long time to adjust to the various shocks experienced, Vietnam and the first and second oil price shocks. Given that a non-trivial portion of the applied Phillips curve literature attempts to estimate relationships using US data which include the 1970s and 1980s, it is not surprising that they exhibit marked instability. By the early 1990s, America settled into the ‘steady’ cluster although, interestingly, the degree of membership of the disruption cluster rose from 2003 onwards, culminating in 2008 when it was the largest of the three. In 2009, the economy switched back to the steady cluster. So the cluster analysis was indicating that changes were taking place in the US from 2003 onwards.

In contrast, Germany has remained very firmly in the ‘weak’ cluster from 1982 onwards. The period of unification around 1990 saw the degree of membership of this cluster fall slightly, but it still remained distinctly the largest of the three.

The UK experience since the early 1980s has been more mixed. Like Germany, the UK was in the weak cluster during the 1980s and much of the 1990s, but during the latter decade gradually switched to the steady cluster, suggesting that the reforms of the Thatcher era gradually paid off.

The natural instinct of economists when confronted by evidence of a distinct shift in an important empirical relationship is to try to identify a major change which can account for this. Often, this will be successful. However, we note in this context that recent research in network theory, describing the percolation of shocks across a system of interconnected agents, suggests that it is
possible for even minor shocks to have dramatic consequences (for example, Watts, 2002; Ormerod and Colbaugh, 2006). An example is the massive stockmarket crash in October 1987, for which no major cause has ever been identified.

A further implication of Figure 6, however, is that although transitions from one inflation/unemployment regime to another are relatively rare, there are persistent fluctuations in the degrees of membership of a regime, even in periods of relative stability in terms of the dominant regime. These imply in turn that the instability of the short-run empirical Phillips curve is endemic. The factors which govern the inflation/unemployment trade off are so multi-dimensional that it is not really possible to identify them empirically. There may be periods when an estimated relationship appears to exist, but of necessity it will break down even in the absence of any major shock which might enable the breakdown to be identified.

In this context it is hard to see that there is a way of identifying periods of short run Phillips curves which can be assigned to particular historical periods with any degree of accuracy or predictability. The short run may be so short as to be meaningless and in addition the clustering shows how unpredictable transitions to new regime memberships will be. If nothing else, this analysis shows that reliance on any kind of trade off between inflation and unemployment for policy purposes is entirely misplaced.
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