RESPONSES TO REVIEWER 2

We thank the reviewers for many excellent comments. The paper has undergone a major revision to address their concerns. Most notably, a new section has been added (SECTION 3) in which a direct replication of Reed and Ye’s (2011) study is done, preserving the mistake that was included in their original study. We have also added a table (TABLE 5) that illustrates how their mistake exaggerated the degree of autocorrelation in the explanatory variable. Additionally, we have rewritten sections, or inserted new information/explanations to address the reviewers’ comments. We note that the data and code used to produce the empirical results in the paper have now been posted at 
https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi%3A10.7910%2FDVN%2FYKSATT. There they can be viewed online and are easily downloaded. This makes our work more transparent and allows others to replicate and check our analysis. Responses to specific comments follow.

1.	Comment: “The paper adds insight and ultimately provides applied researchers with a clear recommendation as to which estimators should be used. While the setup is restricted to static fixed-effects panels, this is general enough to cover a wide variety of applications.”

	Response: Thank you. We appreciate the positive feedback. 


2.	Comment: “This referee looks forward to a possible follow-up paper for dynamic panels.”

	Response: Actually, we have started to work on this. It is a big project because the issues are more complicated, particularly around how to handle simulation of common factors that “look like” real world datasets. But we are giving it a go. 


3.	Comment: “The authors could perhaps have provided some explanations as to why these particular recommendations arise. This referee suspects strongly that the reason is the bias variance trade-off (as hinted in the paper and also in Reed and Ye (2011), but not discussed thoroughly). The reasoning is as follows. Concretely, the inversion of the estimate of the covariance matrix  is neither very precise nor resulting in an unbiased estimate of the inverse, . For relatively large cross-sectional dimension N (concretely, T=N < 1:50), this offsets the efficiency gains stemming from setting up a full-scale GLS-type estimator. For T=N > 1.50 this is obviously less of an issue and the Parks estimator may be used without fear. It is noteworthy that inverting the matrix  does not cause similar issues, but this is because  depends on one parameter only.”

	Response: We take the reviewer’s comment on board. In particular, it is consistent with our observation that the problems with inference arise primarily from inverting .  This is evident by comparing the Parks estimator with the PCSE estimator. The PCSE estimator also uses  in constructing standard errors. However, it doesn’t invert , and this seems to avoid much of the problem with inference. The revised manuscript now points this out, in line with the reviewer’s comment. See the discussion on page 18 in the revised manuscript.


4.	Comment: “It is quite important that the test statistic be correctly centered. For instance, it is well-known in the dynamic panel data literature that the bias (more specifically the Nickell bias) is the cause of lack of size control in parameter tests. The argument obviously holds in the static setup of this paper for any source of estimation bias. To clarify the issue, it may therefore be informative to indicate how the MSE decomposes in bias and variance. Of course, this is not primarily relevant when only recommending an estimator, since the recommendations wouldn’t change, but explaining the reasons why the recommendation is as it is may increase its rate of adoption.”

	Response: The reviewer makes an excellent point. However, to be able to decompose MSE into bias and variance components would require us to re-run all of our simulation program. This would involve hundreds of hours of computing time to do the simulation work. Further, we have lost the use of the supercomputer at our campus so even this number may be an understatement. As noted by the reviewer, while this decomposition could potentially provide some insight into the problem, it would not affect the recommendations. As a result, we chose not to do this and hope that the reviewer will be understanding. 


5.	Comment: “Also, additional estimators may be worth considering, say one that over-simplifies the cross-sectional dependence structure (for FGLS estimation), but does not assume it away. For instance, a constant cross-sectional correlation scheme may be worth a try (cf. O’Connell, 1998). Admittedly, this is not implemented in standard software, just like the bootstrap.”

	Response: Interestingly, one of the authors recently came across the O’Connell paper while sitting in on a course about panel unit root and cointegration tests. O’Connell’s observation that GLS “renders GLS renders PPP tests ‘numeraire-invariant’” was quite clever. In our context, the fact that O’Connell’s covariance matrix consists of a single parameter may limit the “damage” of having to invert a matrix with a large number of estimated parameters. The revised manuscript now mentions this estimator as a possible alternative to employing the PCSE estimator for the purpose of inference (see Footnote #14). However, we chose not to add any additional estimators to the 11 plus bootstrapping alternatives that we currently consider for two reasons. First, we have tried to stick closely to the Reed and Ye (2011) study in our choice of estimators. Second, if the bootstrap turns out to be as reliable as the preliminary results in Table 9 indicate -- and other work of ours currently in progress suggests that it is[footnoteRef:1] -- then the value added from exploring alternative estimators for the purposes of inference would be relatively minor, at best. [1:  See Mantobaye, M., Messemer, C., Parks, R.W., and Reed, W.R. (2017), Bootstrap methods for inference in a SUR model with autocorrelated disturbances, Working paper, Department of Economics and Finance, University of Canterbury. https://ideas.repec.org/p/cbt/econwp/17-09.html.] 



6.	Comment: “It may be interesting to also consider models with AR(2) models or cross-sectional heterogeneity in the AR coefficient.”

	Response: With respect to considering models with AR(2) error behavior, we chose not to do this because we are unaware of any statistical software packages that allow estimators to take on this form of serial correlation. That is not the case for cross-sectional heterogeneity, which is allowed in several statistical software packages. In other work of ours mentioned above (see Mantobaye et al., 2017) we investigate the behavior of the bootstrap estimator with cross-sectional heterogeneity in the AR coefficient and find that the parametric bootstrap performs quite well. 


[bookmark: _GoBack]7.	Comment: “The way DGPs are generated from existing data sets could perhaps be motivated in more detail. For instance, it is not clear why only the first N (5 in the example) are considered and not averaged over several groups of N (like averaging over several contiguous length-T periods).”

	Response: The reason we do not average over different sets of cross-sectional units in constructing cross-sectional covariances is that it would work against our goal of producing parameters that “looked like” real world data. There is no reason to believe that averaging the cross-sectional covariances of, say, (i) the US and France, (ii) the US and South Africa, and (iii) Russia and Fiji would produce anything that looked like a cross-sectional covariance from an actual pair of countries. The revised manuscript discusses this in Footnote #2. 
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